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ONSOZ

Yapay zeka (YZ) ve derin 6grenme paradigmalari, glinlimiizde teknik birer ara¢ olmanin 6tesine
gecerek; saglik bilimlerinden telekomiinikasyona, enerji yonetiminden stratejik giivenlik
sistemlerine kadar uzanan genis bir spektrumda yapisal bir doniisiimiin ana aktorleri haline
gelmistir. Hesaplama kapasitesindeki eksponansiyel artis ve veri madenciligindeki metodolojik
devrim, geleneksel analitik yaklagimlarin yetersiz kaldig1 lineer olmayan ve yiiksek boyutlu
problemlerin ¢éziimiinde YZ tabanli modelleri vazgecilmez kilmistir.

Elinizdeki bu c¢aligma, yapay zekanin teorik miiktesebatini ve uygulama sahasindaki giincel
izdiistimlerini disiplinler arast bir sentez ile sunmayr gaye edinmektedir. Eserde; tibbi
goriintiileme tlizerinden gerceklestirilen onkolojik teshis modellemelerinden biyometrik tabanl
demografik analizlere, yazilim giivenligi mimarilerinden karmasik zaman serisi kestirimlerine
kadar uzanan ¢esitlilik, YZ’nin operasyonel esnekligini somut verilerle tevsik etmektedir.

Kitabin ayirt edici niteliklerinden biri de sentetik veri liretimi, IoT entegreli kestirimci bakim
stratejileri ve 6G ag ekosistemlerinde konumlandirilan dagitik yapay zeka mimarileri gibi
teknolojik 6ngorii gerektiren basliklar1 derinlemesine islemesidir. Kablosuz aglarda deneyim
kalitesi (QoE) gibi kritik parametrelerin incelenmesi, okuyucuya yalnizca mevcut teknolojileri
degil, ayn1 zamanda yarmin arastirma giindemini de ihtiva eden vizyoner bir perspektif
sunmaktadir.

Akademik bir titizlikle hazirlanan bu eser; lisansiistli arastirmacilardan sektér paydaslarina,
sistem tasarimcis1 mithendislerden kuramsal ¢aligma yiiriiten bilim insanlarina kadar genis bir
kitleye hitap eden bir basvuru kaynagidir. Eserin, yapay zekdnin ¢ok katmanli dogasinin
anlasilmasina hizmet etmesini, farkli disiplinler arasinda yeni korelasyonlar kurulmasina zemin
hazirlamasini ve bilim diinyasina 6zgiin katkilar sunmasini temenni ederiz.

Dr.Eyyiip GULBANDILAR
Editor
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BOLUM 1

DERIN OGRENME VE MOBILENETYV2
MIMARISI KULLANILARAK YUZ
GORUNTULERINDEN YAS GRUBU

SINIFLANDIRMASI

Kiyas KAYAALP!
Ilkay ONAY?

1. Giris

Son on yilda yapay zeka ve bilgisayarli gorii (computer
vision) teknolojilerinde yasanan devrim niteligindeki gelismeler,
insan yiizli analizine dayali biyometrik sistemlerin giivenlikten
perakendeye, sagliktan eglence sektoriine kadar genis bir yelpazede
giinliik hayatin bir pargasi haline gelmesini saglamistir. Yiiz tanima,
duygu analizi ve cinsiyet tespiti gibi klasik problemlerin yani1 sira,
"Yiizden Yas Tahmini" (Age Estimation), hem akademik
arastirmalarda hem de endiistriyel uygulamalarda giderek artan bir
ilgi odag1 olmustur. Bir bireyin yiliz goriintiisiinden kronolojik veya
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goriinen yasin1 belirlemeyi amaglayan bu problem, kimlik
tespitinden bagimsiz olarak birey hakkinda bilgi saglayan "yumusak
biyometri" (soft biometrics) alaninin en zorlu ve karmagsik
problemlerinden biri olarak kabul edilmektedir (Eidinger vd., 2014;
Rothe vd., 2018).

Yas tahmin sistemlerinin kullanim potansiyeli oldukga
genistir ve modern toplumun ihtiyaglarina yonelik pratik ¢oziimler
sunmaktadir. Ornegin perakende sektériinde, akill vitrinler ve dijital
tabelalar araciligiyla miisterilerin yas grubuna (gocuk, geng,
yetiskin) gore Ozellestirilmis reklam igerikleri sunulabilmektedir.
Benzer sekilde, tiitiin ve alkol gibi yas kisitlamali {iriinlerin satigini
yapan otomatlarda veya web sitelerinde otomatik yas dogrulama
sistemleri, yasal uyumlulugu saglamak adina kritik bir rol
oynamaktadir.  Ayrica, Insan-Bilgisayar  Etkilesimi  (HCI)
kapsaminda, sosyal robotlarin karsilarindaki kisinin yasina uygun bir
diyalog ve hitap sekli gelistirmesi, kullanici deneyimini artiran
onemli bir faktordiir (Zhang vd., 2017).

Ancak, insan yiiziinden hassas ve dogru bir yas tahmini
yapmak, bilgisayarli gorii disiplini acgisindan bir¢cok zorlugu
bilinyesinde barindirir. Yaglanma; her bireyde farkli hizda ve bigimde
ilerleyen, genetik faktorler, saglik durumu, beslenme aliskanliklar
ve yasam tarzi gibi igsel etkenlerden etkilenen stokastik (rastgele) ve
geri dondiiriilemez bir biyolojik siirectir. Biyolojik yaglanmanin yan1
sira, dissal faktorler olarak adlandirilan ortam 1siklandirmasi,
kamera acisi, yliz ifadeleri, makyaj kullanimi ve goriintii
cozuinlrligi gibi  degiskenler, algoritmalarin performansini
dogrudan ve olumsuz ydnde etkileyebilmektedir. Ozellikle "gdriinen
yas" (apparent age) ile "biyolojik yas" (chronological age) arasindaki
fark, modellerin egitiminde tutarsizliklara yol acabilmektedir (Rothe
vd., 2018).

Literatiirdeki ilk calismalar, genellikle yiizdeki kirisiklik
yogunlugu, godz-burun-cene arasindaki geometrik oranlar ve cilt



dokusu analizi gibi "el yapimi" (hand-crafted) Ozniteliklerin
cikarilmasmma dayanmaktaydi. Bu yontemler kontrollii stiidyo
ortamlarinda belirli bir basar1 saglasa da, 151k ve poz degisimlerinin
yogun oldugu ger¢ek diinya kosullarinda (in-the-wild) yetersiz
kalmistir. Giiniimiizde ise Derin Ogrenme (Deep Learning) ve
ozellikle Evrisimli Sinir Aglar1 (CNN), goriintiiden 6znitelik
¢ikarma iglemini insan miidahalesine gerek kalmadan otomatize
ederek bu alanda standart yaklasim haline gelmistir (Levi & Hassner,
2015). Levi ve Hassner’in (2015) oncii ¢alismalariyla baslayan bu
stire¢, daha derin ve karmasik mimarilerin gelistirilmesiyle hiz
kazanmustir.

Takip eden yillarda gelistirilen VGG-Face (Simonyan &
Zisserman, 2015) ve ResNet (Residual Networks) (He vd., 2016)
gibi derin mimariler, yas tahmininde insan basarimina yakin hatta
onu gecen dogruluk oranlarina ulagsmistir. Ancak bu modellerin
temel dezavantaji, milyonlarca parametreye sahip olmalari ve
yiiksek islem giicii (GPU) gerektirmeleridir. Bu durum, s6z konusu
modellerin akilli telefonlar, IoT cihazlar1 veya gomiilii sistemler gibi
sinirli donanim kaynagina sahip platformlarda ger¢cek zamanli olarak
caligmasini zorlagtirmaktadir. Endiistriyel talepler ise sadece yiiksek
dogruluk degil, ayn1 zamanda diisiik gecikme siiresi (latency) ve
enerji verimliligi gerektirmektedir.

Bu ¢alismada, s6z konusu donanim kisitlarin1 agsmak ve yas
tahmini problemini mobil cihazlarda calisabilecek verimlilikte
cozmek amaciyla MobileNetV2 mimarisi kullanilmistir (Sandler
vd., 2018). MobileNetV2, standart konvoliisyon islemleri yerine,
hesaplama maliyetini ciddi oranda disiiren "Derinlemesine
Ayrilabilir Konvoliisyon" (Depthwise Separable Convolution)
teknigini ve "Tersine Cevrilmis Artik Bloklar" (Inverted Residual
Blocks) yapisim1 kullanmaktadir. Bu tekniklerin temeli, Xception
mimarisinde ortaya konulan prensiplere dayanmaktadir (Chollet,
2017). Calismanin temel motivasyonu, kaynak kisitl cihazlar igin
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hafif (lightweight) bir model gelistirirken, UTKFace veri setindeki
dengesiz sinif dagilimimin (class imbalance) model basarisi
iizerindeki etkilerini analiz etmektir. Modelin egitiminde, biiyiik veri
setlerinden Ogrenilen bilgiyi aktararak egitim siiresini kisaltan ve
veri ihtiyacin1 azaltan Transfer Ogrenme (Transfer Learning)
yontemi benimsenmistir (Pan & Yang, 2010). Ayrica, modelin
ezberlemesini 6nlemek ve farkli varyasyonlara kars1 dayanikliligini
artirmak i¢in kapsamli Veri Zenginlestirme (Data Augmentation)
stratejileri uygulanmistir (Shorten & Khoshgoftaar, 2019).

Bu caligma, hafif mimarilerin yas tahmini problemindeki
etkinligini gostermesi ve Ozellikle simif dengesizliginin oldugu
durumlarda modelin davraniglarini (6rnegin orta yas grubundaki
belirsizlikler) detayli bir sekilde analiz etmesi bakimindan literatiire
katki saglamay1 hedeflemektedir.

2. MATERYAL VE METOT

Bu boliimde, calismanin deneysel altyapisini olusturan veri
seti, veri On isleme adimlari, tercih edilen derin 6grenme mimarisi
ve egitim stratejileri detaylandirilmistir. Onerilen yontem, donanim
kaynaklarim1  verimli kullanan ve dengesiz veri dagilimim
yonetebilen saglam (robust) bir yapi lizerine kurgulanmistir.

2.1. Veri Seti (Dataset)

Caligmada, yas tahmini ve yiiz analizi literatiiriinde yaygin
olarak kabul goren ve genis ¢apl bir veritabani olan UTKFace veri
seti kullanilmistir (Zhang vd., 2017). Bu veri seti, 0 ile 116 yas
araliginda, farkli irk, cinsiyet ve etnik kdkenlerden bireylere ait
yaklagik 23.000 adet hizalanmis ve kirpilmis yiiz goriintiisii
icermektedir. Veri setindeki goriintiiler kontrollii stiidyo ortami
yerine, giinliik hayattan (in-the-wild) elde edildigi i¢in 1s1klandirma,
poz, mimik, okliizyon (kismi kapanma) ve ¢oziiniirliik agisindan
yiiksek varyasyona sahiptir. Bu c¢esitlilik, modelin laboratuvar
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ortami digindaki gercek diinya senaryolarinda da genelleme
yapabilmesi agisindan kritik 6neme sahiptir.

Bu ¢alismada, yas tahmini problemi bir regresyon (kesin say1
tahmini) problemi yerine, biyolojik ve sosyolojik gelisim evreleri
dikkate alinarak bir simiflandirma problemi olarak kurgulanmaistir.
Veri seti asagidaki 5 temel kategoriye ayrilmistir:

e Simf 1 (0-12 Yas): Cocukluk donemi (Hizli kemik
gelisimi).

o Sif 2 (13-25 Yas): Geng/Ergenlik donemi (Cinsel
dimorfizm ve olgunlagma).

o Simf 3 (26-45 Yas): Yetiskinlik donemi (Y1iz hatlarinin
oturmast).

e Sinif4 (46-60 Yas): Orta Yas donemi (Deri elastikiyetinin
azalmasi, ilk yaslanma belirtileri).

e Simf 5 (60+ Yas): Yashlik donemi (Belirgin kirigikliklar
ve doku kaybi).

Veri seti; modelin 6grenme performansini artirmak ve asiri
ogrenme (overfitting) riskini minimize etmek amaciyla %70 Egitim,
%15 Dogrulama (Validation) ve %15 Test kiimesi olarak
parcalanmistir. Ayirma islemi sirasinda, her bir kiimedeki simif
dagiliminin orijinal veri setiyle orantili olmasini saglayan Katmanl
Ornekleme (Stratified Sampling) yontemi kullanilarak istatistiksel
tutarlilik glivence altina alinmistir.

2.2. Veri On Isleme ve Zenginlestirme (Preprocessing &
Augmentation)

Derin 6grenme modellerinin verimli ¢alisabilmesi i¢in ham
goriintiiler iizerinde bir dizi &n isleme adimi uygulanmustir. ilk
olarak, tiim goriintiler MobileNetV2 mimarisinin giris tensor
gereksinimlerine uygun olarak 160x160 piksel c¢oziiniirliigiine
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yeniden boyutlandirilmistir (bicubic interpolation). Ardindan, piksel
yogunluk degerleri [0, 255] araligindan [0, 1] araligina normalize
edilerek modelin yakinsama (convergence) hizi artirtlmistir.

Egitim veri kiimesi iizerinde, modelin ezberlemesini
onlemek ve varyasyonlara kars1 dayanikliligini artirmak amaciyla
kapsamli Veri Zenginlestirme (Data Augmentation) teknikleri
uygulanmustir. Literatiirde belirtildigi iizere, veri zenginlestirme,
veri setinin yapay olarak biiyiitiilmesini saglayarak modelin hi¢
gormedigi verilere karsi bagarisini artirmaktadir (Shorten &
Khoshgoftaar, 2019). Egitim siirecinde her dongiide (epoch)
goriintiiler lizerinde rastgele olmak iizere su islemler uygulanmistir:

e Dondiirme (Rotation): +15 derece (Kamera egimini
simiile etmek i¢in).

e Kaydirma (Shift): %10 oraninda yatay ve dikey kaydirma
(Yiziin her zaman merkeze odaklanmadigr durumlar
i¢in).

e Yatay Cevirme (Horizontal Flip): Gorilintiiniin ayna
gOriintlislinlin alinmasi.

Dogrulama ve test asamalarinda ise sonuclarin tutarliligi ve
tekrarlanabilirligi agisindan herhangi bir zenginlestirme islemi
uygulanmamis, sadece normalizasyon yapilmistir.

2.3. Model Mimarisi (MobileNetV2)

Calismada, yiiksek hesaplama maliyeti gerektiren VGG
(Simonyan & Zisserman, 2015) veya ResNet (He vd., 2016) gibi
derin mimariler yerine, mobil cihazlar ve gomiilii sistemler i¢in 6zel
olarak optimize edilmis MobileNetV2 mimarisi tercih edilmistir
(Sandler vd., 2018). MobileNetV2, standart konvoliisyon islemleri
yerine, '"Derinlemesine Ayrilabilir Konvoliisyon" (Depthwise
Separable Convolution) yapisini kullanarak parametre sayisini ve

islem yiikiinii (FLOPs) ciddi oranda diisirmektedir. Bu yapinin
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teorik temelleri Xception mimarisine dayanmaktadir (Chollet,
2017). Ayrica, modelde kullanilan "Tersine Cevrilmis Artik Bloklar"
(Inverted Residual Blocks), bilginin darbogaz (bottleneck)
katmanlar1 arasinda kayipsiz aktarilmasini saglar.

Model tasariminda Transfer Ogrenme (Transfer Learning)
yaklasimi benimsenmistir (Pan & Yang, 2010). Sifirdan egitim
(training from scratch) yerine, milyonlarca goriintii iceren ImageNet
veri seti (Deng vd., 2009; Russakovsky vd., 2015) {izerinde 6nceden
egitilmis agirliklar kullanilarak model baslatilmistir. Bu sayede
model, kenar, kdse, doku gibi temel gorsel 6znitelikleri hazir olarak
almis ve sadece yasa Ozgili Ust diizey Oznitelikleri 6grenmeye
odaklanmustir.

MobileNetV2'in orijinal siniflandirma katmani ¢ikarilmig
ve probleme 6zgii olarak asagidaki katmanlar eklenmistir:

1. Global Average Pooling 2D: Ozellik haritalarini tek
boyutlu vektore indirgemek igin.

2. Batch Normalization: Katmanlar arasi veri dagilimim
dengeleyerek egitimi stabilize etmek i¢in.

3. Dropout (0.5): Agdaki néronlarin %50'si rastgele devre
dis1 birakilarak modelin egitim verisine asir1 uyum
saglamasi (overfitting) engellenmistir.

4. Dense (Output Layer): 5 adet ndoron ve Softmax
aktivasyon fonksiyonu igeren bu katman, her bir yas
smifi i¢in olasilik degeri tiretmektedir.

2.4. Egitim Stratejisi ve Deneysel Kurulum

Modelin  egitimi, Python  programlama dili ve
TensorFlow/Keras kiitiiphaneleri kullanilarak NVIDIA GeForce
RTX 3070 GPU donanimi iizerinde gergeklestirilmistir. Egitim
performansini ve hizini artirmak amaciyla Karma Hassasiyet (Mixed
Precision - float16) tekniginden fa;ydalamlmlstlr.



Veri setindeki sinif dengesizligi (6zellikle orta yas ve 60+
gruplarindaki veri azligi) problemini yonetmek icin Simf
Agirliklandirma (Class Weighting) yontemi uygulanmistir. Bu
yontemde, az sayida 6rnege sahip siniflarin egitim sirasindaki hata
katsayilar1 (loss penalty) artirilarak, modelin ¢ogunluk sinifina
(Yetiskin) yanli davranmasi engellenmistir.

Egitim siirecinde optimizasyon algoritmas1 olarak, stokastik
gradyan inis yonteminin daha gelismis bir versiyonu olan ve adaptif
O0grenme hizina sahip Adam (Adaptive Moment Estimation)
algoritmas1  tercih  edilmistir (Kingma & Ba, 2015).
Hiperparametreler su sekilde belirlenmistir:

e Ogrenme Orami (Learning Rate): 0.0005
e Batch Boyutu: 64
e Epoch Sayisi: 25

Ayrica, egitimin verimliligini artirmak i¢in Early Stopping
(Dogrulama kayb1 5 tur boyunca iyilesmezse egitimi durdur) ve
ReduceLROnPlateau (Dogrulama kayb1 duraganlastiginda 6grenme
oranini diisilir) geri ¢agirma (callback) fonksiyonlar1 kullanilarak en
iyl model agirliklart kayit altina alinmistir.

3. DENEYSEL BULGULAR

Bu béliimde, onerilen MobileNetV2 tabanli derin 6grenme
modelinin egitim siireci ve test kiimesi iizerindeki performans
analizleri sunulmustur. Deneyler, NVIDIA GeForce RTX 3070 GPU
donanimi iizerinde gerceklestirilmis olup, modelin performansi;
Dogruluk (Accuracy), Kesinlik (Precision), Duyarlilik (Recall), F1-
Skoru ve Karmasiklik Matrisi (Confusion Matrix) metrikleri
kullanilarak degerlendirilmistir.



3.1. Model Mimarisi (MobileNetV2)

Model, 25 epoch (dongii) boyunca egitilmis olup, asir1
ogrenmeyi (overfitting) engellemek amaciyla "Early Stopping"
mekanizmasi aktif edilmistir. Egitim ve dogrulama (validation)
kiimeleri {izerindeki basarim ve kayip (loss) degisimleri Sekil 1°de
gosterilmistir.

Sekil 1. Modelin egitim ve dogrulama siireglerine ait dogruluk ve
kayp grafikleri.

Model Dogrulugu (Accuracy) Model Kaybi (Loss)

—— Egitim (Train) —— Egitim (Train)
Dogrulama (validation) 20 Dogrulama (validation)

Sekil 1 incelendiginde, egitimin ilk dongiilerinde modelin
hizl1 bir 6grenme egilimi gosterdigi ve kaybin (loss) hizla diistiigi
goriilmektedir. Egitim dogrulugu (Training Accuracy) ile dogrulama
dogrulugu (Validation Accuracy) arasindaki makasin agilmamasi,
modelin ezberleme yapmak yerine genellestirme yetenegi
kazandigini gostermektedir. Sinif agirliklandirma (Class Weighting)
tekniginin uygulanmasi sayesinde, veri setindeki dengesizlik egitim
stabilitesini bozmamis ve kaybin diizenli bir sekilde minimize
edilmesini saglamistir.

3.2. Simiflandirma Performansi

Egitilen modelin genelleme basarisini dlgmek amaciyla,
egitim siirecinde modele hi¢ gosterilmemis olan %15'lik Test veri
kiimesi kullanilmigtir. Model, 5 smifli siniflandirma probleminde
%51 Genel Dogruluk (Overall Accuracy) oranina ulagsmistir. Her bir



yas grubu i¢in elde edilen detayli performans metrikleri Cizelge 1°de
sunulmustur.

Tablo 1. Yas siniflarina gore modelin performans metrikleri.

Yag Grubu féeec;ilﬁﬁ) %ﬁiﬁrhhk) F1-Score ]()Veesrtf lgaylsl)
0-12 (Cocuk) 050 0.89 0.64 512
1325 (Geng)  [0.35 0.56 0.43 634
26-45 (Yetiskin) 0.61 0.52 0.56 1569
46-60 (Orta Yas) [0.51 0.07 0.13 483
60+ (Yasln) 0.70 0.44 0.54 359
Ortalama 0.53 0.50 0.51 3557

Tablo 1°deki sonuglar biyolojik ve morfolojik agidan analiz
edildiginde su bulgulara ulagilmistir:

1. Cocuk Grubu Basarisi: En yiiksek duyarlilik (Recall)
orani 0.89 ile "0-12 Yas" grubunda elde edilmistir. Bunun
temel nedeni, ¢ocukluk donemindeki kraniyofasiyal (kafa
ve yliz) kemik yapisinin ve cilt dokusunun yetiskinlerden
belirgin sekilde farkli olmasidir. Model, ¢ocuklar: tespit
etmekte oldukca basarilidir; ancak 0.50 seviyesindeki
kesinlik degeri, bazi "bebek yiizli" (baby-face)
yetigkinlerin veya genclerin de model tarafindan sehven
cocuk sinifina atandigini gostermektedir.

2. Yetigkin Grubu Dominasyonu: Veri setindeki en kalabalik
smif olan "26-45 Yas" grubu, 0.56 F1-Skoru ile dengeli bir
performans sergilemistir. Modelin genel basaris1 biiyiik
ol¢tide bu sinifin dogru tahmin edilmesine dayanmaktadir.

3. Orta Yas Problemi: Calismanin en dikkat ¢ekici bulgusu,
"46-60 Yas" grubundaki 0.07 gibi diistik duyarlilik
oranidir. Bu durum, "Orta Yas" kavraminin gorsel
smirlarinin -~ belirsizliginden  kaynaklanmaktadir. 45
yasindaki bir birey ile 55 yasindaki bir birey arasindaki
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gorsel fark, biyolojik yaslanma hizina bagl olarak ¢ok az
olabilmektedir. Model, bu araliktaki yiizleri ayirt etmekte
zorlanmig ve bu Ornekleri diger siniflara atama egilimi
gostermistir.

3.3. Hata Analizi ve Karmasikhik Matrisi

Modelin hangi siniflar1 birbiriyle karistirdigin1 ve hatalarin
dagilimin1 gorsellestirmek i¢in Karmagiklik Matrisi (Confusion
Matrix) olusturulmustur (Sekil 2).

Sekil 2. Test verisi tizerindeki Karmagiklik Matrisi (Confusion
Matrix).

Confusion Matrix

0-12 Cocuk

0 0 2
800
u
e
L
e 26 0 13
~
0 600
a
5 S
€3
==
ne 259 9 163
rilTal
S
g4 - 400
w
£
£
o - 98 110 66 10 199
o
=
o
< -200
e
ol
1 92 18 9 4 236
o
=]
| | | | | -0
0-12 Cocuk 13-25 Genc 26-45 Yetiskin ~ 46-60 Orta Yas 60+ Yasli

Tahmin Edilen Siniflar

Matris incelendiginde hatalarin rastgele olmadigi, belirli bir
orlintii izledigi gortilmektedir:

e Komsu Smif Yanilgisi: Hatalarin biiyiikk ¢ogunlugu,

gercek yas grubunun bir alt veya bir iist sinifina
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yapilmistir. Ornegin, "13-25 Geng" sinifindaki rneklerin
onemli bir kism1 "0-12 Cocuk" veya "26-45 Yetiskin"
olarak tahmin edilmistir. Bu durum, yaslanmanin siirekli
(continuous) bir siire¢ olmasi ve keskin smirlarla
ayrilamamasi nedeniyle beklenen bir durumdur.

e Orta Yasin Yutulmasi: "46-60 Orta Yas" grubuna ait
orneklerin (Recall: 0.07) ¢ok biiyiik bir kisminin model
tarafindan "26-45 Yetigkin" sinifi olarak tahmin edildigi
matriste agik¢a gorlilmektedir. Sinif agirliklandirma
uygulanmasina ragmen, gorsel benzerliklerin yiiksek
olmasi ve yetiskin sinifinin veri setindeki baskinligi bu
sonuca yol agmustir.

3.4. ROC Analizi

Modelin smiflar1  birbirinden ayirt etme yetenegini
(discriminative ability) 6lgmek igin ROC (Receiver Operating
Characteristic) egrileri ¢izdirilmistir.

Sekil 3’te goriildiigi tlizere, "0-12 Cocuk" ve "60+ Yash"
smiflarinin ROC egrileri sol iist kdseye daha yakindir, bu da modelin
en geng ve en yasl bireyleri ayirt etmede daha basarili oldugunu
(Yiiksek AUC degeri) kanitlamaktadir. Buna karsin, birbirine gegisin
yogun oldugu orta yas gruplarinda egriler diyagonale yaklagmakta,
yani modelin ayirt ediciligi diismektedir.

Sonug olarak, elde edilen bulgular, yiiz goriintiilerinden yas
tahmininin Ozellikle yetiskinlik-yashilik gecis evrelerinde (46-60
yas) zorlu bir problem oldugunu, ancak ¢cocukluk ve belirgin yaglilik
donemlerinde Onerilen modelin yiiksek basar1 sagladigini ortaya
koymustur.
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Sekil 3. Her bir sinif icin ROC egrileri ve AUC degerleri.

True Positive Rate (Dogru Pozitif Orani)

ROC Egrisi (Her Sinif Igin)

- —— 0-12 Cocuk (AUC = 0.97)
P —— 13-25 Genc (AUC = 0.77)
—— 26-45 Yetiskin (AUC = 0.78)
46-60 Orta Yas (AUC = 0.78)
—— 60+ Yasli (AUC = 0.86)

4. SONUC

T T T T
0.2 0.4 0.6 0.8 1.0
False Positive Rate (Yanlis Pozitif Orani)

Bu calismada, insan yiizii goriintiilerinden yas tahmini

problemini ¢cozmek amaciyla, derin 6grenme tabanli ve hesaplama
maliyeti optimize edilmis bir yaklasim sunulmustur. UTKFace veri
seti {izerinde gerceklestirilen deneylerde, Transfer Ogrenme
yontemiyle egitilen MobileNetV2 mimarisi kullanilarak bireyler 5
farkli yas kategorisinde (Cocuk, Geng, Yetigskin, Orta Yas, Yasl)
siniflandirilmistir. Calisma sonucunda test veri kiimesi iizerinde %51
genel dogruluk oranina ulasilmistir.

Elde edilen deneysel bulgular 1s18inda asagidaki temel

sonuglara varilmistir:

1. Morfolojik Belirginligin Etkisi: Model, yiiz hatlarinin,
kafa yapisinin ve cilt dokusunun en karakteristik oldugu
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0-12 Yas (Cocuk) grubunu tespit etmekte %89 Duyarlilik
(Recall) oraniyla {istiin bir basar1 gostermistir. Bu durum,
derin 6grenme modellerinin belirgin fiziksel degisimleri
(kemik gelisimi vb.) Ogrenmede oldukca yetenekli
oldugunu kanitlamaktadir.

. Yaslanmanin Siirekliligi ve Sinir Problemi: Calismanin en
zorlu kismi, 46-60 Yas (Orta Yas) araliginin
siniflandirilmasi olmustur. Bu grupta elde edilen diisiik
basar1 oran1 (%7 Recall), yaslanmanin keskin sinirlarla
ayrilan ayrik  (discrete) bir siire¢ degil, stirekli
(continuous) bir  biyolojik stireg oldugunu
dogrulamaktadir. Karmasiklik matrisi analizleri, modelin
orta yas grubundaki bireyleri agirlikli olarak bir onceki
evre olan "Yetigkin" sinifina atadigini gostermistir. Bu
durum, 40-60 yas bandindaki gorsel yaslanma
belirtilerinin ~ kisiden  kisiye  biiyiikk  farkliliklar
gostermesinden kaynaklanmaktadir.

. Smif Dengesizligi Yonetimi: Veri setindeki dengesiz
dagilim, Sinif Agirliklandirma (Class Weighting) yontemi
ile kismen kontrol altina alinmis olsa da, ¢ogunluk sinifi
olan "Yetigskin" grubunun modelin kararlar1 {izerindeki
baskinligr tam olarak kirilamamistir. Ancak bu yontem
sayesinde, veri setinde azinlikta olan g¢ocuk ve yash
siiflarinin tamamen g6z ardi edilmesi engellenmistir.

. Mimari Verimlilik: Kullanilan MobileNetV2 mimarisi ve
Karma Hassasiyet (Mixed Precision) egitimi, modelin
NVIDIA RTX 3070 donanimi iizerinde olduk¢a hizli
egitilmesini saglamistir. Bu, Onerilen yontemin sadece
sunucu tabanli degil, mobil ve gomiilii sistemlerde de
uygulanabilir potansiyele sahip oldugunu gostermektedir.

--14--



Gelecek Calismalar Igin Oneriler:

Bu ¢alismanin performansini artirmak ve mevcut kisitlari

asmak

icin ileride yapilacak c¢alismalarda su yontemler

Onerilmektedir;

Kaynakca

Kayip Fonksiyonu: Standart Capraz Entropi yerine,
modelin zorlandig1 6rneklere (hard examples) daha fazla
odaklanmasii saglayan Focal Loss fonksiyonunun
kullanilmasi, orta yas grubundaki basartyi artirabilir.

Regresyon Yaklagimi: Yast bir smiflandirma problemi
(kategori tahmini) yerine bir regresyon problemi (tam
say1 tahmini) olarak ele alip, tahmin edilen yasin hangi
araliga diistiigline sonradan karar vermek, sinirda kalan
ornekler icin daha dogru sonuglar tiretebilir.

Veri Seti Dengesi: Ozellikle orta yas ve yash grubundaki
veri sayisinin artirtlmasi veya sentetik veri iiretimi
(GANG) ile veri setinin dengelenmesi modelin yanliligin
azaltacaktir.
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BOLUM 2

YUZ GORUNTULERI UZERINDEN
TEMEL BILESEN ANALIZI

Kenan DONUK!

Giris
Veri kiimelerindeki yiliksek boyutlar ile ortaya ¢ikan gereksiz
ve tekrarlayan veriler, hesaplama maliyetini arttirmakta, veri
kiimesinin  yorumlanabilirligini  diistirmekte, gorsellestirmeyi
zorlagtirmakta ve makine Ogrenmesi uygulamalarinda asir1
ogrenmeye yol acarak model performansini diisiirmektedir. Bu tiir
zorluklarin iistesinden gelebilmek ve giderek artan yiiksek boyutlu
veri kiimelerinin analizlerini etkili bir sekilde yapabilmek i¢in boyut
indirgeme tekniklerine olan ihtiya¢ giderek artmistir. Temelleri 1901
yilinda Karl Pearson (F.R.S., 1901) tarafindan ortaya atilan ve
Harold Hotelling (Hotelling, 1933) tarafindan 1933’te gelistirilen
Temel Bilesen Analizi (TBA), veri analizinde Kkarsilasilan
“boyutluluk laneti” (Bellman, 1957) fenomenine ¢oziim getiren
istatistiksel tekniklerden biridir. TBA teknigi, orijinal veriyi temsil
eden bilesenlerin daha az sayida iliskisiz ve varyasyonun en yiiksek
oldugu yeni bilesenlere (eksenlere) doniistiiriilmesi siirecidir
(Ringnér, 2008). Bu teknigin giiniimiiz biliminde veri gorsellestirme,

'Dr. Ogr. Uyesi, Sirnak Universitesi, Bilgisayar Miih., 0000-0002-7421-5587
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makine 6grenmesi, 0zellik ¢ikarimi, veri sikistirma, giiriiltli azaltma
gibi bir ¢ok uygulama alanina sahip oldugu gériilmektedir. Ornegin,
yiliz tanima (Rani & ark., 2022), dolandircilik tespiti (Haider & ark.,
2024), norobilim (Viviani, Gron & Spitzer, 2004), biyoteknoloji
(Hsu, Huang & Chen, 2014), sinyal isleme (Castells & ark., 2007),
finansal veri bilimi (Jani¢ijevi¢, Mizdrakovi¢ & Kljaji¢, 2022), gen
analizi (Todorov, Fournier & Gerber, 2018), goriintii siniflandirma
(Aslam & Rabie, 2023), goriintii sikistirma (Hernandez & Mendez,
2018), sinyal giiriiltii azaltma (Benesty & ark., 2024) gibi bir ¢ok
alanda katkilar1t mevcuttur. Evrensel bir kullanim alanina sahip olan
Temel Bilesen Analizi ile ayni matematiksel modele dayanan
(6zdeger-6zvektor ayrisimi) disiplinler arasi versiyonlart da
mevcutur. Akiskanlar mekanigi (Alam & Variyath, 2021) alaninda
Uygun Ortogonal Ayristirma, sinyal isleme (Trudu & ark., 2020)
alaninda Karhunen-Loéeve Doniisiimii, iklim (Benestad & ark., 2023)
alaninda Ampirik  Ortogonal Fonksiyonlar 6rnek olarak
gosterilebilir. Bu boliimde, TBA tekniginin teorik kavramlar ve
temelleri scikit-learn tarafindan saglanan ve 400 yiiz gOriintiisi
iceren “Olivetti Faces” (Scikit-learn, 2025; Database of Faces, 2025)
veri seti lizerinden ele almarak ilk veri hazirlamadan boyut
indirgemeye ve nihai projeksiyona kadar tim TBA prosediirii
anlatilmaktadir. Bu boliim TBA'nin matematiksel formiilasyonunu
somut uygulama ile sentezleyerek TBA’nin gercek diinya
uygulamalarinda etkili bir sekilde kullanilabilmesi i¢in gerekli olan
kavramsal temel ile pratik yeterliligi saglar.

Kavramsal Cerceve ve Matematiksel Temel

Veri kiimlerindeki gizli kaliplarin, karmagsik yapilarin en
anlaml1 bigimde daha az bilesen ile temsil edilmesini saglayan lineer
bir boyut indirgeme ydntemi olan TBA, yiliksek boyutlu veri
kiimelerini maksimum istatistiksel varyansi koruyarak daha diisiik
boyutlara sikistirmaya ve boylece dnemli bir bilgi kayb1 olmadan
yorumlanabilirligi artirmaya yarar. En 6nemli bilesenlerin korunarak
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kiiciiltiilmiis alt uzaylara doniisiim yoluyla karmagik veri yapilar
icindeki Oriintiileri, gruplamalar ve aykiri degerleri ortaya ¢ikararak
basit gorsellestirme ve kesifsel analiz saglar. Makine 6grenimi
stireclerinde temel bir 6n isleme islevi gorerek, iliskili 6zellikler
arasindaki ¢coklu dogrusalligi ele alir ve boyutsallik kontrolii yoluyla
asirt uyumu 6nler (Han & Joe, 2024). Temel Bilesen Analizi, iliskili
degiskenleri agiklanan varyansa gore siralanmis iliskisiz ortogonal
bilesenlere doniistiiren bir boyut azaltma teknigini temsil eder. Bu
dontistim isleminde kovaryans matris ayristirmasi yoluyla gereksiz
veya tekrarlayan veriler etkili bir sekilde ortadan kaldirir. Kovaryans
matrisinin  0zdeger-6zvektor ayrigtirmasi yoluyla, degiskenligi
(varyans) en yiiksek tutan eksenler belirlenir. Bu sekilde
korelasyonlu ozellikler elenerek daha temiz bir temsil elde edilir.
Ancak, bu teknigin etkinligi dogru veri merkezlemeye ve bazi
durumlarda da 6zellik standardizasyonuna baghdir. Farkl 6zellikler
arasindaki farkli olcekler, baz1 o6zelliklerin digerlerini golgede
birakarak TBA’nin korudugu varyans bilgisini bozabilir (Gewers &
ark., 2018). Bu nedenle 0zellik standardizasyonu yaklagimi ile
orijinal 6l¢iim Olceklerinden bagimsiz olarak degiskenlerin katkisi
hizalanir. TBA’da 6zellik standardizasyonu istege bagh bir 6n islem
olsa da veri merkezleme 6n islemi zorunludur (Greenacre & ark.,
2022). TBA'nin uygulanmasi, alt1 temel agsamadan olusan sistematik
bir hesaplama prosediiriinii izler. ilk olarak, TBA’nin galismasinda
zorunlu ve dogru varyans yoniiniin yakalanmasinda etkili bir adim
olan veri merkezleme islemi gerceklestirilir. Veri merkezleme islemi
her bir 6zellikten ilgili 6zelligin ortalamasi ¢ikarilip gerceklestirilir.
Daha sonra veri setinde farkli birimlere sahip degiskenler var ise veri
standardizasyonu gerceklestirilir; Tkinci olarak kovaryans matrisi ile
veri setindeki oOzellik ¢iftleri arasi iligkiler ve korelasyonlar
hesaplanir. Ugiincii olarak, maksimum varyans yonlerini temsil eden
ozvektorleri ve her yon boyunca varyansin biiyiikligiinii 6lgen
ozdegerleri ¢ikarmak icin kovaryans matrisine 6zdeger ayristirmast

uygulanir. Dordiincii olarak 6zvektorler, kendilerine karsilik gelen
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0zdegerlerine gore azalan diizende siralanir. Besinci olarak, & temel
bilesen se¢imi ile boyut azaltimi saglanir. Bu se¢im genellikle
toplam varyansin %95-99'u oranin1 yakalayan 6zvektorler korunarak
gerceklestirilir. Son olarak, orijinal veri matrisi matris carpimi
yoluyla secilen temel bilesenlere yansitilir. Boylelikle veri seti
orijinal d boyutlu uzayindan, £'nin d'den 6nemli 6l¢iide daha kiiclik
oldugu indirgenmis k boyutlu alt uzaya donistiiriiliir, boylece
sikistirtlmis  gosterimde maksimum bilgi igerigi korunurken
doniisiim tamamlanur.

Veri Merkezleme

Bu adimin amaci TBA’nin maksimum varyans yoniind,
ortalamadan etkilenmeden bulmaktir. TBA’nin teorik gecerliliginin
korunmasi i¢in zorunlu bir 6n islem adimidir. Veri merkezleme veri
kiimesindeki her degiskenin veya siitunun ortalamasinin sifira
kaydirilmasi islemidir. Bunun ic¢in degiskendeki her ozellikten
degisken ortalamasi c¢ikarilir. Bdylelikle veri matrisinin  her
stitununun ortalamasi sifir olur. Denklem 1 ve 2’de sirastyla ortalama
ve veri merkezleme formiilii verilmistir. Denklemde yer alan X;;,
veri matrisindeki i. drnegin j. dzelligini temsil eder. X i, tim Ornekler
boyunca j. 6zelligin ortalamasidir ve bu ortalama, 6zelligin her bir
ornek tlizerindeki degerlerinin toplanip Ornek sayis1 n’e
boliinmesiyle elde edilir. Merkezleme adiminda, her bir 6zellik
degerinden o 6zelligin ortalamasi ¢ikarilir ve bdylece ortalanmis X,
ozellikleri elde edilir. Bu durumun daha iyi anlasilmasi acisindan
Sekil 1°de orijinal yiiz goriintiisiinden ortalama yiiziin ¢ikarilmasiyla
merkezlenmis yiiziin elde edilme siirecinin  uygulanmasi
gosterilmistir.

X =- i=1 Xij (1

J ' n
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Sekil 1 Yiiz Goriintiisii Merkezleme Islemi

Veri Standardizasyonu

TBA uygulamasinda istege bagli olarak kullanilan
standardizasyon, farkli 6l¢eklerde 6l¢iilen degiskenlerin TBA'ya esit
katkida bulunmasini saglayarak, daha genis sayisal araliklara veya
farkl1 birimlere (6rnegin kilogram, metre) sahip degiskenlerin temel
bilesenleri orantisiz bir sekilde etkilemesini dnler. TBA varyansi en
ist diizeye ¢ikardigi icin, standardize edilmemis veriler yiiksek
varyansh 6zelliklerin baskin olmasina izin vererek, diisiik varyanslh
ancak bilgilendirici degiskenlerin katkisin1 engeller. Her 6zelligin
ortalamasi 0 ve standart sapmasi 1 olacak sekilde dontistiiriilmesiyle,
standardizasyon boyutlar arasinda varyansi esitleyerek adil ve
yorumlanabilir bilesen ¢ikarimi saglar. Denklem 3 ve 4°te sirasiyla
standardizasyon ve standart sapma denklemleri verilmistir. Bu
denklemlerde Z; j standardize edilmis degerler, X; j L gbzlemin j.
ozelligi, XJ- J. Ozelligin ortalamasi ve s; j. Ozelligin standart
sapmasidir. Veri merkezleme ve veri standardizasyonunun daha iyi
anlagilabilmesi icin Sekil 2°de “Olivetti Faces” veri setindeki 400
gorlintiiniin ~ ortalamas1  (ortalama yiiz) ve orijinal yiiz
goriintiilerinden ortalama yiiziin ¢ikarilmasi ile merkezleme ve
standardizasyon iglemlerinin uygulanmasi gosterilmistir.

Xu _X)

Zi = 3)

s, = J S (X~ X @)



Sekil 2 Orijinal-Ortalama-Merkezleme-Standardizasyon
Stirecindeki Yiiz Gortintiileri

Orjnal 1 Orjnal2

o

Ortalama Yiiz Ortalama Yz

Merkezlenmis 1 Merkezlen' 2

s 3 s kN o
Standardize 1 Standardize 2 andar an andardize ndardize o Standardze 8 Standardze 9 Standardze 10

Kovaryans Matrisinin Hesaplanmasi

Kovaryans matrisi, degiskenlerin bir veri kiimesi icinde
birlikte nasil degistigini tanimlayan temel bir istatistiksel aragtir. Bir
degiskendeki degisikliklerin baska bir degiskendeki degisikliklerle
ne Ol¢iide iligkili oldugunu dlcer ve bdylece paylasilan degiskenlik
oOriintiilerini ortaya c¢ikarir. Matristeki her bir eleman, bir ¢ift
degisken arasindaki kovaryansi temsil ederek, gereksiz veya iliskili
bilgilerin belirlenmesini saglar. Pozitif bir kovaryans, iki degiskenin
es zamanli olarak artma egiliminde oldugunu gosterirken, negatif bir
kovaryans, bir degisken artarken digerinin azaldigini gosterir. TBA
ve benzeri yontemlerin teorik gecerliligini agiklayan kovaryans
matrisi, ortogonal Ozvektorlere ve gercek Ozdegerlere sahiptir
(Anderson, 1958). Bu ozellikler, veri varyansinin en iist diizeye
cikarildigi yonleri belirlemek i¢in ¢ok 6nemlidir. Standartlagtiriimig
veya merkezlenmis bir veri matrisi Z i¢in, kovaryans matrisi
matematiksel olarak Denklem 5’teki gibi formiile edilir. Bu formiilde
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Z, her siitunu ortalamasi ¢ikarilarak merkezlenmis n X d boyutlu
veri matrisidir; burada n 6rnek sayisini, d ise 6zellik sayisini ifade
eder. Z "bu matrisin transpozudur ve 6zellikleri satirlara tasir, Z'Z
carpimu Ozellik ciftleri arasindaki toplam ortak varyansi verir. Son

1 )
olarak — katsayist bu toplamlart Orneklem kovaryansina

doniistiiren normalize edici terimdir.

C=—7"7 (5)

n-1
Ozvektor-Ozyiizlerin Hesaplanmasi

Kovaryans matrisi, veri kiimelerindeki degiskenlerin
kendileri ve birbirleri arasindaki degisim iligkisini gdsteren bir kare
matristir. Bu matristeki her elaman iki 6zellik arasindaki iligkiyi
temsil ederken, tim matris veri setinin genel yapisini 6zetler. En
biiylik 6zdegerle iliskili olan Oncii 6zvektor, degiskenligin birincil
yoniinii yakalarken, sonraki ortogonal vektorler giderek kiiglilen
varyans kaynaklarini temsil eder. Bu ortogonallik, korelasyonsuz
temel bilesenleri garanti altina alir ve 6nemli 6zdegerlere sahip
olanlar1 koruyarak boyut azaltimma olanak tanir. Her bilesenin
goreceli dnemi, 6zdegerinin normallestirilmesiyle niceliksel olarak
belirlenir. Denklem 6’daki formiil, bir 6zvektér v'nin kovaryans
matrisi C ile ¢arpildiginda yoniinii korudugu anlamina gelir ve 4, bu
yOn boyunca varyans miktaridir. Denklem 7 ise hangi A degerlerinin
bunu miimkiin kildigin1 gosterir. TBA'da, bu 4 degerleri her bir ana
bilesenin ne kadar varyansa sahip oldugunu gosterir ve v vektorleri
bilesen yonlerini verir. Sekil 3’te Ornek bir 6zvektor-6zyiiz
verilmigstir. 1991 yilinda Turk ve Petland tarafindan gelistirilen yiiz
tanima sistemindeki TBA uygulamasinda kullanilan 6zvektorler, yiiz
kiimesinin temel bilesenleri anlaminda 6zyiizler olarak ifade edildi
(Turk & Pentland, 1991).

Cv=2Av (6)

det(C—Al) =0 (7
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Sekil 3 Ozvektior-Ozyiiz

Ozvektorlerin-Ozyiizlerin Siralanmasi

Ozvektorlerin/Ozyiizlerin hangilerinin en yiiksek varyansi
karsiladig1 veya en fazla bilgi tasidigini belirlemek i¢in 6zdegerler
kullanilir. Ozdegerler, temel bilesenleri belirlemek icin biiyiikten
kiigtige dogru siralanir. Bu siralama, her bilesenin toplam varyansa
goreli katkisini ortaya koyar ve toplam varyansin 6nemli bir kismini
karsilayan  temel bilesenler segilerek  boyut indirgeme
gerceklestirilit. Ozdegerlerin (1,> A, >....>A,) siralamasindan
hesaplanan kiimiilatif varyans, yeterli veri temsilini korurken kag
bilesenin korunmasi gerektigine karar vermek i¢in nicel bir temel
saglar. A; en biiylik 6zdegeri, A, ise en kiigiik 6zdegeri temsil eder.
En biiylik 6zdegere bagh 6zvektor-0zyiiz, baskin bileseni temsil
ederken geri kalan oOzdegerler azalan degerlerine gore diger
bilesenleri temsil ederler. Denklem 8’de varyans hesaplamasi, Sekil
4’te “Olivetti Faces” veri setindeki ylizlerin ilk 20
Ozvektorlerin/6zylizlerin varyans degerine gore biiyilikten kiiclige
siralanmas1 ve Sekil 5’te ilk 30 0Ozvektoriin-0zyiiziin varyans
siralamas1 gosterilmistir. Siralamalardaki en yiliksek varyansa sahip
Ozyliz, ylizleri birbirinden ayiran en gii¢lii desenlere sahip yonii ifade
etmektedir.
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Bireysel Varyans;= 5 L (8)

P .
j=12i

Sekil 4 Ilk 20 Ozyiiziin Varyans Oranalarina Gére Sirali Gosterimi

Ozyuz 1 2 Ozyuz 3 Ozyuz 4 Ozyuz 5
Varyans: 23 81% ans Varyans: 7.97% Varyans: 5.00% Varyans: 3 61%

©Ozyuz 10
Varyans: 167%

Sekil 5 Ilk 50 Ozyiiziin Varyans Siralamast

0.20 -
0.15 -

0.10

Agiklanan Varyans Orani

0.05

o.00 4 LT
o =3 10 1s z0 25 30 35 a0 as S0

Ozylz Numarasi

Temel Bilesen Secimi

Hesaplama maliyetini azaltmak ve anlamli bilgileri korurken
asir1 uyumu Onlemek i¢in yalnizea ilk & sayida temel bilesen korunur.
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Elde edilen tim bilesenlerin korunmasi orijinal boyutu
degistirmeyeceginden TBA’nin boyut azaltma amacina aykiri
olacaktir. Genellikle, kiimiilatif varyans %95-99 olacak sekilde &
sayida temel bilesen segilir. Bu yaklasim ile verilerin temel yapisini
korunurken giirtiltiilii ve gereksiz bilgiler ortadan kaldirilir. K sayida
bilesen kullanmak, hesaplama verimliligini artirir, model egitimini
hizlandirir, gorsellestirmeyi kolaylastirir ve makine 6grenimi
algoritmalarinda bir 6n islem olarak modelin genelleme
performansini iyilestirir. Denklem 9’da kiimiilatif varyans
hesaplamasi, Denklem 10’da temel bilesen sayisi hesaplamasi
verilmigtir. Ayrica Sekil 6’da kiimiilatif varyans ile 6zyliz sayisi
arasindaki iligki grafigi gosterilmistir. Grafik incelendiginde 50 adet
Ozyliz toplam varyansin yaklasik olarak %90 nin1 agiklamaktadir.

. . . _ Z%(:1 }\i
Kiimiilatif Varyans,= &5 9)
2:j=1?‘i
21k~ 095 x X_ 1 ) (10)

Sekil 6 Ozyiiz Sayist Ile Kiimiilatif Varyans Degisimi

09 e
o.8
0.7 o
0.6 o

o.5 o

Kimdlatif Aciklanan Varyans

o.a -

0.3 o
—— - 920% Vvaryans
959% Varyans

6 :LIO 2'0 3'0 4'0 5'0
Ozylz Sayisi

Veri Projeksionu

Yiiksek boyutlu verilerin yeni bilesenlere veya eksenlere
doniistimiinii ifade eder. TBA’daki veri projeksiyonu, kovaryans
matrisinin 6zvektorleri ile elde edilen yonlerden £ adet temel bilesen
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tarafindan tanimlanan daha diisiik boyutlu bir alt uzaya yansitmay1
ifade eder. Bu yansitma, orijinal iliskili eksenleri veri kiimesinin
miimkiin olan en yiiksek varyansini yakalayan ortogonal eksenlerle
degistirilmesi olarak ifade edilir. Sonug¢ olarak verilerin en
bilgilendirici yapist korunurken verilerin temsili daha kompakt hale
getirilir.

Secilen dzvektdrlerden olusan yansitma matrisi W € RPXk
Denklem 11°de verilmistir. Bu matris kullanilarak, merkezlenmis bir
veri matrisi Z € R™*P, Denklem 12°ki yeni Y € R™¥ boyutlu uzaya
eslenir. Sekil 7°de 4096 piksel ile temsil edilen her orijinal
gorilintliniin, TBA uygulanmasiyla 50 adet katsayi ile temsil edildigi
gosterilmistir.

W= (vy vy o Vi) (11)

At 1= 16

Sekil 7 Orijinal ve TBA Yiiz Goriintiileri
. w
TBA (50 Adet Ozyiz (50 Katsay))

o (el b eI

Verinin Yeniden Insasi

Orijinal

TBA, yiiksek boyutlu verilerdeki varyansin biiyiik kismini
tasiyan degiskenler ile verinin daha diisiik boyutlu yeni bir koordinat
sistemine tasinmasidir. Bu koordinat sistemi ortogonal eksenler
olusturdugundan, orijinal 6zellik gdsterimine yaklagsmak verinin
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tersine  donlisimii  gergeklestirilebilir.  Tersine  doniisiimiin
dogrulugu, ka¢ bilesenin korunduguna baglidir. Tiim bilesenlerin
korunmasi kayipsiz bir yeniden yapilandirma saglarken, daha diisiik
varyansa sahip bilesenlerin hari¢ tutulmasi bazi bilgileri ortadan
kaldirir ve yeniden yapilandirma hatasina neden olur. Denklem 13
ve 14 ile verinin yeniden orijinal 6zellik gdsterimine ¢evrimini,
Denklem 15 ise yeniden yapilandirma hatasini vermektedir. Ayrica
Sekil 8’de bu durum gorsel olarak verilmistir.

Z=YWT? (13)
X=Z+p (14)

Yapilandirma Hatas1 = P . A (15)

i=k+1
Denklemlerde verilen Y verilerin kii¢liltiilmiis boyutlu
gosterimini belirtirken, I temel bilesenleri igeren 6zvektor matrisine
karsilik gelir. Y'nin W7 ile carpilmasi, o6zellik uzaymdaki
merkezlenmis ornekleri temsil eden Z degerini verir. Orijinal veri
alanin1 geri kazanmak i¢in, merkezleme sirasinda ¢ikarilan ortalama
vektor u geri eklenerek X elde edilir. TBA’da kaginilmaz bir durum
olan yapilandirma hatas1 ise, secilmeyen bilesenlerle iliskili
0zdegerlerin toplami ile niceliksel olarak belirlenir. Sekil 8’de
gosterildigi gibi orijinal 6zellik gdsteriminin yaklagik olarak yeniden
elde edilebilmesi i¢in ortalama yiiziin, her biri agirligina gore secilen
temel bilesenlerin toplanmasiyla goriintii yeniden yapilandirilir.

Sekil 8 Verinin/Goriintiiniin Yeniden Yapilandirilmasi Siireci

Orijinal Yz Ortalama Yiz Ozyizl Onyia2 Onyi3 Yeniden Insa

Onyiz4 Oryiz§ s
i y) (w=2204) (w=-151) (W=4345) w=4172) (w=031) 50 Ozyiz)
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Sonuc¢

Bu boliimde Temel Bilesen Analizinin teori ve uygulamasi
icin kapsamli bir rehber sunulmustur. TBA’nin her asamasinda
matematiksel temeller verildikten sonra yiiz goriintiilerinden olusan
“Olivetti Faces” veri seti araciligryla bu temellerin pratik uygulamasi
sistematik olarak gerceklestirilerek teorik temeller
somutlastirilmistir.  Veri merkezleme ve kovaryans matrisi
hesaplamasindan 6zdeger ayristirmaya, bilesen se¢imine ve nihai
projeksiyona kadar her bir ardisik adim incelenmistir. Ancak TBA,
her biri farkli 6zelliklere ve uygulamalara sahip cesitli boyut
indirgeme metodolojileri arasinda yalnizca bir yaklagimi temsil
etmektedir. TBA, dogrusal iligkileri yakalamada ve ortogonal
doniigiimler araciligiyla varyanst en st diizeye ¢ikarmada
milkemmel olsa da veri tiplerine, dagilimlara ve analiz ihtiyaclarina
uyarlanmis birgok TBA varyanti ortaya ¢ikmustir. Ornegin dogrusal
olmayan Oriintiilerin ortaya ¢ikarilmasinda “Kernel PCA-Cekirdek
TBA”, giiriiltii ve aykir1 degerlere dayaniklilik i¢in “Robust PCA-
Dayanikli TBA”, yorumlanabilirligi arttirmak i¢in “Sparse PCA-
Seyrek TBA”, biiyiik veri analizlerinde “Incremental PCA-Artiriml
TBA” yaygin olarak kullanilan varyantlardir. Bu bdliim,
okuyuculara TBA’y1 etkili bir sekilde uygulamak i¢in gerekli teorik
anlayis1 ve uygulamali deneyimi saglayan pratik bir rehber gorevi
gormektedir.
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BOLUM 3

COKLU MODULER YAPILI DiYALOGLARDA
YAPAY SINiR AGLARI iLE DUYGU ANALIZi:
MELD VE IEMOCAP UZERINE BiR
DEGERLENDIiRME

Rabia Sevval AYDIN?
Sude Nur TUNGAC?
Ayse Berna ALTINEL?

Giris

Glinlimiizde duygu analizi saghk alaninda psikolojik
rahatsizliklarin tespiti ve tedavisi, hukuk alaninda su¢ analizi ve
ifade analizi, pazarlama alaninda kullanic1 tepkisi, kisi davranis
tespiti gibi ¢esitli amaclar ile kullanilmaktadir. Geleneksel duygu
analizi calismalar1 genellikle tek tip veri tiiriine odaklanmaktadir.
Konugmacilardan alman ifadelerde metin verisi lizerine duygu
analizi, mimikler kullanilarak gorsel veri ile duygu analizi veya
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konusma kayitlarindan ses verisi ile duygu analizi yapilmas: buna
ornek gosterilebilir. Bu projede duygu analizinin diyaloglar tzerine
uygulanmasina odaklaniimstir.

Diyaloglar insan dogasi geregi ¢oklu modiiler yapidadir.
Konusmacilar sozlii ifadelerine ek olarak mimik, ses tonu ve vicut
hareketleri kullanarak duygularini kars1 tarafa aktarirlar. Bu sebeple
karsilikli konusmalarda duygu tespiti (ERC-Emotional Recognition
in Conversations) calismalarinda bu yapiya uygun veri seti ve
yontemlerinin kullanilmas1 gerekmektedir (Poria, ve digerleri,
2019). Bu c¢alismada bu alanda dnde gelen veri setlerinden MELD
veri seti ile IEMOCAP veri seti kullanilmistir. Projenin temel amaci
multimoduler duygu analizi i¢in en iyi performans gosteren yapay
sinir ag1 yontemlerini bulmaktir. Bu dogrultuda 6ncelikle MELD ve
IEMOCAP veri setinin farkli modaliteleri incelenerek tek bir
modalite Uzerinden temel analiz yontemleri arastirilmistir. Ardindan
bu modaliteler birlestirilerek, ¢oklu modaliteler iizerine yapay sinir
ag1 modellerinin duygu analizi performanslari incelenmistir.

Tigili Calismalar

Yapay sinir aglar1 ile ¢oklu modiiler yapida duygu analizi
yapilmast gilincel ve onemli goriilen bir konudur. Literatiirde bu
konuda yapilmis bir¢ok arastirma ve yontem bulunur.

Duygu analizinde diyalog surecini anlamak ve duygu akigini
takip etmek icin Majumder ve ark. (2019) tarafindan yapilan
calismada gelistirilmis DialogueRNN modelinden bahsedilir.
Gelistirilen DialogueRNN modeli ve arastirmada incelenen diger
modeller IEMOCAP ve AVEC veri setleri lizerinde test edildiginde
en basarilt performansi DialogeRNN varyantlarindan biri olan
BiDialogRNN+Attn yapisi gosterir.

Ikili diyaloglarin yaninda c¢ok kisili diyaloglar iizerinde
duygu analizi icin Poria ve ark. (2019) tarafindan yapilan ¢aligmada
MELD veri seti lizerinde test edilen ii¢ ana model vardir. Bu
modeller text-CNN, bcLSTM ve DialogueRNN modelleridir. text-
CNN konusmanin baglamini dikkate almaz, yani ifadelerin sirasini
veya onceki ifadelerin durumlarini kullanmaz. iki yonli RNN
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kullanan bcLSTM ise konusmay1 bir biitiin olarak isler, konugmaci
degisikligini dikkate almaz. DialougeRNN ise ¢ok kisili
diyaloglarda konugsmaci durumlarini takip ederek her bir konugmaci
icin 0zel baglam olusturur.

Zhang ve ark. (2019) tarafindan yapilan ¢alismada baglam
duyarliligt bagimliliklarinin  yani1  sira  konusmact duyarliligs
bagimliliklari da dikkate alinarak bu 6zelliklere odaklanan bir model
olan ConGCN modeli gelistirilir. Modelde graf bazli evrisimli sinir
ag1 kullanilir. Graf tabanli modellemede her bir ifade ve konusmaci
icin birer diigiim bulunur. Baglamsal bagimhilik i¢in aym
konusmadaki diigiimlerin ilgili kenarlar1 birbirine baglanirken
konugmact bagimliliginin  saglanmasinda ifade dugimi ile
konusmaci diiglimii arasinda bir baglant1 olusturulur. Olusturulan
GCN modelinin performansinin MFN, BC-LSTM, CMN, ICON ve
DialogueRNN modellerinin performanslari ile karsilastirildiginda en
yiiksek basarty1 verdigi goriiliir.

Bai ve ark. (2019) tarafindan yapilan ¢alismada MELD veri
setinde bulunan {i¢ veri tiirii icin de derin 6grenme modiilleri
yapilandirilarak ince ayar yapilir. Metin modalitesinin 6n
islemesinde GPT, ses modalitesinin 6n islemesinde WaveRNN,
gorlintii modalitesinin 6n islemesinde ise FaceNet modalitesinden
yararlanilir. Duygunun tahmini asamasinda ¢apraz modalite flizyon
transformatorii ve fiizyon i¢in EmbraceNet mimarisi kullanilir.

Ghosali Majumder, Gelbukh, Mihalcea & Poria (2020)
tarafindan yapilan ¢alismada ise farkli veri setleri lizerinde metin
verisi ile yapilan ¢alismalarda metnin baglam durumu, i¢sel durum,
dissal durum, niyet durumu ve duygu durumu degiskenleri kullanilir.
Ayrica RoBERTa large modelinin ince ayar edilerek bagimsiz
ozellik ¢ikariminda kullanilmasinin basariy1 artirdig goriiliir.

Deepanway Ghosal (2020) tarafindan yapilan g¢alismada
konugmalardaki duygu tanima problemi (ERC) ele alinmistir ve bu
probleme ¢6ziim olarak konusmayir hem konusmacilar arasindaki
bagimlilik hem de kendi kendine bagimlilik incelemesi ile duygusal
olarak siniflandiran DialogueGCN modeli tanitilmistir.
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Yontem ve Kullanilan Modeller

MELD Veri Seti

Multimodiiler yapida duygu analizi icin pek ¢ok veri seti
bulunmaktadir. Fakat bu veri setlerinin ¢ogunlugu tekli ifadeler
icermesi sebebiyle sinirli ¢alisma imkani sunmaktadir. Ornegin
CMU-MOSEI, CMU-MOSI ve CMU-MOUD veri setleri sadece
tekli ifadelerden olustugundan dolay1 diyalog iizerine analiz imkani
saglayamamaktadir. IEMOCAP VE SEMAINE veri setleri ikili
ifadeler igerdiklerinden diyaloglar iizerine ¢alisma imkani
saglamaktadir ancak ornek saylart MELD veri setine gore ¢ok daha
azdir. Ornek sayisina ek olarak IEMOCAP ve SEMAINE veri setleri
iki kisilik diyaloglar igerirken MELD veri seti ikiden fazla kisiden
olusan diyaloglara yer verdigi i¢in daha kapsamli bir ¢alisma firsati
sunmaktadir.

Surprise Neutral Neutral ‘ Anger
(Positive) (Neutral) LNsutral) )| 7(Nfegative)
1) You liked it? You 3) Which part s)s\ge":; ‘a‘m“:h':e

really liked it? exactly? kangaroo?

Dialogue
Joey

Chandler

8)Don'tgo, |
I'msomy. |

6) | was surprised to
see a kangaroo in a
world war epic.

Emotion Joy Neutral Surprise Sadness
(Sentiment) : (Positive) (Neutral) (Negative) |(Negative) |

Sekil 1: MELD veri setinden diyalog ornegi
Kaynak: (Poria, ve digerleri, 2019)

4) The whole thing!
Can we go?

MELD veri seti hazirlanirken diyaloglar video klipleri ile
degerlendirilmistir. Veri seti Friends adl1 televizyon serisine ait 1433
diyalogdan alinmis 13000 ifadeden olusur. Her bir ifade igin 7 duygu
(sinir, tiksinti, Giziintli, mutluluk, notr, saskinlik, korku) etiketine ek
olarak  duygular pozitif, negatif ve noétr smiflarinda
gruplandirilmistir. Sinir, tiksinti, tiziintli, korku duygular1 negatif,
mutluluk pozitif, nétr ise noétr smifi igerisinde gruplanmistir.
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Saskinlik hem pozitif hem de negatif olarak ifade edilebilen bir
duygu ornegidir. Sekil 1°de veri setine ait 6rnek bir diyalog yer
almaktadir.

Tablo 1’°de veri setinde her bir duygu sinifi i¢in kag adet ifade
oldugu gosterilmektedir.
Tablo 1: MELD veri setinin duygu siniflarina ait érnek sayilart
Notr Saskinhik | Korku | Uzintii | Seving | Tiksinti | Sinir
6436 1636 358 1002 2308 361 1697

Konusmacilara gore ifade yizdeleri Sekil 2’de yer
almaktadir. Ana karakterlere ait olan konusmalar haricindeki
konusmalar ‘Diger’ baslig altinda toplanmistir. Konusmacilara gore
duygu dagilimi ise Sekil 3°te goriilmektedir. Konusmacilara gore his
dagilimi Sekil 4’te bulunmaktadir. Bu gorsellerin incelenmesi
sonucunda veri serinde ndtr sinifina ait verilerin diger siniflara
oranla daha fazla oldugu gozlemlenmektedir. Korku ve tiksinme
siniflarinda ise bu oranin diisiik oldugu goriilmektedir.

Konugmaci Kategorisine Gore Soylem Yiizdesi

Chandler

Ross

Diger
Rachel

Phoebe

Monica

Sekil 2: MELD veri setindeki konusmacilarin
ifade dagilim yiizdeleri
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Konugmaci Kategorisine Gore Duygu Dagihimi

Emotion
- Korku
- Mutiuluk
- RSt
1000 - Tiksinme
-

- Uzuntu
- Gakinkk

0 q\{ Q':\ “pe'" ‘?p'?‘ & & @"

é‘sp‘

&

Duyqu Dagibmi

Korugmacs Kategarisi

Sekil 3: MELD veri setindeki konusmacilarin duygu dagilimlari

Konusmac| Kategorisine Gore His Dagihimi

Sentiment
- Nt
. Olumiu
- Olumsuz

1200 4

1000 4

Hi5 Dagilemi

Knnugmaci Kategorisi

Sekil 4: MELD veri setindeki konusmacilarin his dagilimlart

IEMOCAP Veri Seti

Interactive Emotional Dyadic Motion Capture (IEMOCAP)
veri seti 5 erkek, 5 kadin olmak iizere 10 kisilik bir grup tarafindan
gergeklestirilen ikili diyalog ciftlerinden olusur. 151 diyalog
verisinde 2 konusmaci i¢in de video goriintiileri alinarak 302 video
kaydi olusturulmustur. Her bir diyalog ifadesi sinir, heyecan, korku,
Uzlnth, sakinlik, saskinlik, mutluluk, memnuniyetsizlik, hayal
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kiriklig1 ve notr olmak tizere 10 duygu sinifi ile etiketlenmistir. Her
bir diyalog i¢in ifadelerin yazili verisi, konusmacilarin ses kayitlari,
video kayitlar1 olmak {izere li¢ modalite bulunur.

Toplamda 10039 tane veri 6rnegi bulunur. Bu veri 6rnekleri
iki farkli metot altinda gruplanir: bir senaryoya bagl gergeklesen
diyaloglar ve dogaclama olarak gerceklestirilen diyaloglar.
Ifadelerin 4784 tanesi dogaglama, 5255 tanesi senaryoya baghdir.
Sekil 5’te her bir grup i¢in duygu etiketlerinin dagilim yiizdeleri
gosterilmistir (Busso, ve digerleri, 2008).

Scripted Improvised

ang

sad

neu sad

Sekil 5: IEMOCAP veri setindeki duygularin metot gruplarina gore
dagilimlar:

DialogueRNN/RoBERTa+ DialogueRNN Modeli

DialogueRNN modeli multimodiiler duygu
siniflandirmasinda diyalogun baglamini anlamak ve duygu akisini
takip etmekte verimli bir yontem olarak karsimiza ¢ikar. Bu modelin
U¢ moduli bulunmaktadir.

1. Kiresel durum (Global GRU), oOnceki ifadelerin ve
konusmacinin durumunun dikkate alinmasi ile genel
baglamin temsil edilmesidir. g, , kiiresel baglamdaki zaman
adiminin t durumunu temsil eder. x;, glncel girdinin
vektoridir. g,_,, 6nceki zaman adimindaki kiiresel baglam
vektoriinu ifade eder.
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gL’ = GRUg(xt’ gt—l) (1)

2. Konusmaci durumu (Speaker GRU), konusmacinin 6nceki
durumunun ve konusmasmin baglammmn ifadesidir. s¢;,
belirli bir konusmacinin belirli bir andaki durumudur. Eger
bir konusmaci i, t zamaninda konusuyor ise durumu
asagidaki gibi giincellenir.

s¢' = GRUy(x¢,'_1) 2)

3. Duygu durumu (Emotion GRU) kisminda ise konugsmacinin
durumunun ve onceki ifadelerin duygusal baglaminin

birlestirilmesinin sonucunda duygusal temsilin
olusturulmasidir. e;, t zamanindaki duygusal durumu temsil
eder.

et = GRU.(gt,St,€¢-1) 3)

Sekil 6’da M katilimcisi olan bir konusmada kisi i konusmacidir ve
kisiler j € [1, M] ve j*i dinleyicidir. Mevcut ifade bu ifadelerin bir
fonksiyon ile modellenmesinden elde edilir.

Speaker-state modeling 5o

Ve S0 alind

)

€141

Attention biock for time ¢

(zla T E@

Global St:
E/
. oo
F
/ [
oee

- i u,
Ca 1
Rl 1 i \ N
& — e
) b _ T sl
E e 45141 o : e
2 4p. | GRUp | * FELM, iR
B & Context-vector: @@ ®) ¢, .+
g S S -
time t time t+1 % 5,y

Sekil 6: DialogueRNN mimarisi ve t zamant ifade etmek tizere
bir diyalogdaki kiiresel, konusmaci, dinleyici ve duygu
durumlarinin giincellenmesi semast
Kaynak: (Majumder, ve digerleri, 2019)
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DialogueRNN varyantlar1 test edildiginde en yiiksek performansi
BiDialogueRNN+Att varyansi elde eder. RoOBERTa-large
modelinin ince ayar edilmesi ile 6zellik ¢ikarilmasinin ardindan
DialogueRNN kullaniminda ise performansin artmasi s6z
konusudur (Majumder, ve digerleri, 2019).

COSMIC Modeli

Ikiden fazla konusmacinin yer aldig1 diyaloglar {izerinde
yapilan duygu analizi goérevinin karmasikligi icin COSMIC bu
probleme ¢oziim olarak duygu analizi isleminde konusmacinin
ifadesine ait icerik, baglam ve sezgisel bilgilerden faydalanmistir.
Mevcut konusma tabanli duygu tanima modellerinin temel {i¢
sorununa odaklanmaktadir: yetersiz baglam takibi, duygu
geciglerinin yetersiz takibi ve yakin duygular arasinda ayrim
giicliigli. COSMIC modeli bu konugmalarda gecen ifadelerin her
birini bir olay olarak ele alir. Bu olaym kisinin niyeti, zihinsel
durumu ve olayin sonucu gibi ¢ikarimlarin kullanilmasini Onerir.
ATOMIC veri kiimesi tizerinde egitilmis COMET adl bilgi ¢ikarim
modeli aracilifiyla elde edilen c¢ikarimlar kullamilir. COSMIC
mimarisinde dort ana bilesen bulunur:

1. Girdi Temsili: Diyaloglar (u, , p1 ), (uz, p2), .., (U3, p3)
yerlestirilir. Burada u; bir ifadeyi, p; ise konusmaciy1 temsil
eder. Her bir u; i¢in hedef, uygun duygu smifi e;'nin tahmin
edilmesidir.

2. Commonsense Bilgi Cikarmmi: Ifadelerin her biri icin
COMET modeli, iic tiir sezgisel ¢ikarim yapar. Mental state
(m;) konugsmacinin o anda nasil hissettigini temsil eder.
Intent (¢;) bu ifadenin niyetidir. Event effect (e;) ise olayin
baskasina veya kendine etkisi nedir. COMET, ATOMIC
bilgi kiimesi iizerinde egitilmis dil modeli tabanli bir yap1
olup, dogal dil ifadelerinden bu soyut kavramlar
cikarabilmektedir.

3. Diyalog Akis1 ve Baglam Temsili: COSMIC, konusmaci
bazli baglam izleme i¢in DialogueRNN benzeri bir yapi

kullanir. Her konugmacinin ge¢misi ayr1 ayrt GRU tabanh
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durum vektorleriyle takip edilir. Bu durumda, her bir
ifadenin kendisiyle birlikte mental durum (mental state),
niyet (intent) ve durum etki (event effect) vektorleri de
modele dahil edilir. Bu sayede konugsmanin akisinda yalnizca
kelimeler degil, o ifadenin arka planindaki psikolojik ve
sezgisel bilgiler de modele dahil edilir.

xp = [u;mg t; e, 4)
h; = GRU(x,; h;_,) ()

4. Duygu Siniflandirmasi: Son adimda, her h; vektori
(baglamsal  temsil), softmax  katmani  {izerinden
siiflandirilir:

e; = softmax(Wh, + b) (6)

Egitim sirasinda klasik capraz entropy kayip fonksiyonu
(L =-Y e;loge;) kullanilir (Ghosal, Majumder, Gelbukh, Mihalcea,
& Poria, 2020).

Yapilan Calismalar ve Sonugclar

MELD ve IEMOCAP veri seti Uzerinde uygulanan
deneylerde cesitli yontemler uygulanmistir. Verilerden 6zellik elde
etme asamasinda yazili veriler i¢in Onceden egitilmis GloVe
vektorleri ve 1D-CNN kullanilarak metin 6zellikleri elde edilmistir.
Ses verileri i¢cin openSMILE araci kullanilmigtir. Deneylerde gorsel
modulli video bazli konusmaci tespiti probleminden dolayi
kullanilmamustir.

Model egitimi i¢in yapay sinir aglar1 tabanli modeller ve
coklu modiiler yapiya sahip modeller tercih edilmistir. Model
mimarisinde metinsel ve ses verilerini birlikte ve ayr1 ayn
isleyebilen yapilar tercih edilmistir. Bundan dolayr CNN tabanli bir
text-CNN modeli, ¢ift yonlii RNN tabanli bir bcLSTM modeli ve 3
adet GRU yapis1 kullanan DialogueRNN modeli egitilmistir. Ayn1



zamanda verilerden 6znitelik ¢ikarimi asamasinda RoBERTa modeli
kullanilarak elde edilen Oznitelikler DialogueRNN modeline
verilmistir. Benzer bir sekilde RoBERTa ile islenen veriler COSMIC
modeli kullanilarak duygu siniflandirmasi yapilmasinda da
kullanilmastir.

Egitim siirecinde modellerin asir1 6grenmesinin  Oniine
gecilmesi adina erken durdurma (early stopping) ve dropout
teknikleri kullanilmigtir. text-CNN ve bcLSTM modellerinde
optimizasyon algoritmasi i¢in ‘Adam’ se¢ilmistir. Kayip fonksiyonu
olarak ise ‘kategorisel c¢apraz entropi kaybi (categorical
crossentropy)’ tercih edilmistir.

DialogueRNN ve COSMIC modellerinde ise bu modellerden
farkli olarak kayip fonksiyonunda ‘Masked NLL Loss’ tercih
edilmistir. Calismada DialogueRNN modelinin  MELD veri
setindeki metin, ses ile hem metin hem ses verisi Uzerinde
calistirtlmas;, COSMIC modelinin MELD ve IEMOCAP veri
setinde yer alan metin verileri i¢in caligtirilmasi, text-CNN ve
bcLSTM modellerinin ise MELD veri seti i¢cin hem metin hem ses
verileri iizerinde g¢alismasinin ardindan multimodal calistirilmasi
saglanmigtir. Base modeller ile MELD veri kiimesi Gzerinde elde
edilen sonuglar Tablo 2’de karsilastirllmistir. DialogueRNN
modelinin, RoBERTa+DialogueRNN ve RoBERTa+COSMIC
kombinasyonlarinin MELD ve IEMOCAP veri seti iizerinde elde
ettigi sonuglar ise Tablo 3’e gosterilmistir.

Tablo 2: MELD veri setinde base modelinin duygu
siiflandirmasina ait dogruluk ve f1-skorlart

Modeller / ) L
notr sasirma korku Gzuntl seving tiksinti sinir  dogruluk
Duygular

Base model text |{64.98 0.00 0.00 0.00 0.00 0.00 0.00 48.12

Base model audio [ 45.78 0.00 0.00 0.00 0.00 0.00 0.00 33.90

Bimodel base
] 65.18 1.37 0.00 0.00 12.40 0.00 27.20 48.16
text+audio
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Tablo 3: MELD ve IEMOCAP veri setinde DialogueRNN ve
COSMIC modellerinin duygu siniflandirmasina ait f1-skorlart

MELD IEMOCAP
Modeller / Veri Setleri
Text Audio  Multimodal
DialogueRNN 57.27 43.24 57.68 60.60
RoBERTa+DialogueRNN 47.10 47.47 50.40
RoBERTa+COSMIC 64.36 - - 66.34

Calismada base model olarak bcLSTM modeli kullanilmistir.
Base modellerin her biri i¢in epoch sayis1 100, batch sayis1 50 olacak
sekilde egitim gerceklestirilmistir. DialogueRNN modeli igin ise
epoch sayist 100 iken batch sayis1 30 olacak sekilde egitim
gergeklestirilmistir. Son olarak COSMIC modelinin egitiminde
epoch sayis1 60, batch size ise 32 olarak kullanilmistir.

Sonug

Elde edilen sonuglar incelendiginde duygu siniflar1 arasinda
notr etiketine sahip verilerin genel olarak siiflandirmada diger
siiflara gore daha yiiksek basariya sahip oldugu goriilmektedir.
Saskinlik, korku, liziintii, tiksinti gibi daha karmasik duygulara ait
verilerin  smiflandirilabilmesi  igin  bcLSTM, textCNN  ve
DialogueRNN modellerinin kapsamli duygu analizi i¢in tek basina
yetersiz kaldig1 goriilmiistiir.

Her ne kadar DialogueRNN modeli baglamsal bilgilerin
kullanim1 agisindan basarili bir yapiya sahip olsa da model tekli
modaliteler (sadece ses ya da sadece metin) iizerinde ¢alistirildiginda
sinirli  performans goéstermistir.  Ancak c¢oklu modaliteler ile
calistirilarak ses ve metin verileri birlikte kullanildiginda modelin
genel dogrulugunun arttigr goézlemlenmistir. Bu durum, coklu
modalitelerin birlikte kullanilmasinin duygu siniflandirma basarisini
olumlu yonde etkiledigini gostermektedir.
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COSMIC ile yapilan metin temelli duygu siniflandirmasinin
diger modellere gore ¢cok daha basarili oldugu gozlemlenmistir. Bu
noktada COSMIC modelinin diger modellere kiyasla daha yiiksek
basar1 gostermesinin asil nedeni yalnizca ham metin verisini degil,
bununla beraber ortam bilgisi ve kisiler arasindaki iligkisel baglam
gibi ek bilgileri kullanarak karmasik duygularin anlasilmasini
saglamasidir. Modelin sahip oldugu bu 6zellik modelin 6zellikle
baglama  duyarli  (saskinlik, tiksinti  gibi)  duygularin
siniflandirilmasinda daha yiiksek basariya ulasmasini saglamistir.

Modellerin tamaminda modalitelerde tekli kullanim ile ikili
kullanom karsilastirildiginda, tek modalite kullanimindan ikili
modaliteye gegildiginde performansin iyilestigi gozlemlenir. Bu
duygu analizinde farkli modalitelerin beraber kullanilarak
smiflandirma  siirecinin  desteklenmesi  gerektigi  goriisiind
desteklemektedir. Ozellikle gdrsel modalitelerin verimli bir sekilde
duygu analizi gorevine dahil edilmesinin performansa buytk 6lgtide
katkist olacag: diistiniilmektedir.

COSMIC modelinin metin tabanli siniflandirmada sagladigi
yilksek basaridan dolayi, bu modelin farkli modalitelerle
desteklenerek genisletilmesiyle multimodiiler veriler icin duygu
analizinde en optimal modelin elde edilmesi Onerilmektedir. Bu
sayede hem duygu baglaminin hem de ortam dinamiklerinin daha
giiclii bir sekilde yakalanmas1 hedeflenmektedir.
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LSTM VE XGBOOST MODEPLENI4LE HATAY iLi SICAKLIK
VERILERININ ZAMAN SERIiSi TABANLI TAHMINi VE MODEL
PERFORMANSLARININ KARSILASTIRILMASI

MEHMET ERGUN AZiZOGLU!

ERDEM COBAN?
1.Giris

Iklim degisikligi, diinya genelinde sicaklik artiglari, kuraklik riskleri, deniz seviyesi yiikselmesi
ve ekstrem hava olaylar1 gibi ¢cok boyutlu etkileri beraberinde getirmektedir (IPCC, 2021;
Kalking et al.,2025). Bu etkilerin yerel diizeyde dogru sekilde modellenmesi ve tahmin
edilmesi, tarimsal iiretimden enerji planlamasina, su kaynaklar1 yonetiminden kentsel
dontisiime kadar birgok sektorde karar alma siireglerini dogrudan etkilemektedir (Qiu et al.,
2021). Tirkiye'nin giineyinde yer alan Hatay ili, Akdeniz iklim kusaginda bulunmasi ve
iklimsel cesitliligiyle bu degisimlerden etkilenen bolgelerden biri olarak 6ne ¢ikmaktadir. Bu
nedenle, bolgeye 6zgii iklimsel parametrelerin ileri diizey yontemlerle analiz edilmesi, bolgesel
iklim risklerinin anlagilmasina ve yonetilmesine katki sunacaktir. Son yillarda, zamana baglh
iklim verilerinin analizinde geleneksel istatistiksel yaklasimlarin yani sira yapay zeka destekli
yontemlerin de hizla yaygmlastign goriilmektedir (Coban.,2025). Ozellikle uzun vadeli
bagimliliklar1 yakalamada etkili olan Uzun Kisa Siireli Bellek (LSTM) modelleri, sicaklik ve
giines 151im1 gibi ¢gevresel verilerin dogrulukla tahmin edilmesinde sikga tercih edilmektedir
(Inik et al., 2022; Giirlek & Bilgili, 2023; Karevan & Suykens, 2020). Diger yandan, XGBoost
gibi gradyan artirimli algoritmalar, yliksek hesaplama verimliligi ve kisa dénemli desenleri
yakalama kapasitesi sayesinde c¢esitli ¢evresel tahminlerde basarili sonuglar vermektedir
(Atalay & Zor, 2025; Duman, 2022). 'Kogak (2024) tarafindan Ankara ili verileriyle yiiriitiilen
calismada, SARIMA ve LSTM modelleri sicaklik tahmini i¢in karsilastirilmis, SARIMA
modelinin daha kiiciik veri setlerinde daha basarili oldugu vurgulanmistir. Benzer sekilde, Utku
(2024) ve Uluocak ve Bilgili (2023) CNN-LSTM hibrit modelinin LSTM, SVM ve RF gibi
modellerle karsilagtirildiginda sicaklik tahminlerinde daha yiiksek dogruluk sundugunu

! Hali¢ Universitesi, Mimarlik Fakiiltesi, Mimarlik Boliimii, Istanbul, Tiirkiye, Orcid: 0000-0001-9760-2996
2 Dr. Ogr. Uyesi, Hali¢ Universitesi, Mimarlik Fakiiltesi, Mimarlik Boliimii, Istanbul, Tiirkiye, Orcid: 0000-0002-
4526-7273
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gostermistir (Gong et al., 2024). Giines 1s1n1m1 tahminine yonelik ¢alismalarda da (Eslik et al.,
2024), LSTM tabanl1 hibrit modellerin geleneksel ARIMA ya da Karar Agaci gibi algoritmalara
kiyasla daha iyi performans sergiledigi tespit edilmistir (Huang et al., 2025). Tiim bu ¢aligmalar,
sicaklik, giines 1s1mnimi, toprak sicakligi ve sel gibi meteorolojik ve ¢evresel parametrelerin
tahmininde zaman serisi analizleri ile yapay zeka algoritmalarinin birlikte kullaniminin 6nemini
acikca ortaya koymaktadir (Wang and Guo, 2020). Ayrica, literatiirde hidroelektrik {iretim
(Atalay & Zor, 2025), saglik (Duman, 2022) ve enerji tiiketimi (Cetiner & Cetiner, 2021) gibi
farkli alanlarda da XGBoost ve LSTM gibi modellerin basaris1 gosterilmistir. Geleneksel
caligmalarin disinda yapay zeka destekli calismalarda da basarili sonuglara ulasilistir. Bu
calismada, Hatay iline ait Ocak 2010 ile Mart 2023 donemini kapsayan aylik ortalama sicaklik
verileri kullanilarak, LSTM ve XGBoost modelleri ile zaman serisi tahminleri gergeklestirilmis
ve bu modellerin performanslart MSE, MAE ve R? gibi degerlendirme olgiitleri kullanilarak
karsilastirilmistir (Zhang et al., 2023), (Wang et al., 2024). Bu yoniiyle ¢alisma, hem yerel
diizeyde sicaklik tahmini yapilmasina katki sunmakta hem de farkli makine O6grenmesi
modellerinin etkinligini karsilagtirmali olarak ortaya koymaktadir. Ayrica, veri setinin
siirliligl, mevsimsel etkilerin modellenmesi ve yapay zeka modellerinin egitim gereksinimleri

gibi faktorler de dikkate alinarak sonuglarin yorumlanmasi saglanmistir.

2.Materyal ve Yontem

Calisma alam

Hatay ili, Tiirkiye'nin giineyinde, Akdeniz'e kiyis1 olan ve farkli cografi 6zelliklere sahip bir
bolgedir. Hatay, dogusunda Suriye ile kara sinirina sahiptir ve bu nedenle hem Akdeniz'in
etkisini hem de Orta Dogu'nun sicak iklimini barindiran bir yapiya sahiptir. Cografi olarak, ilde
en dikkat cekici 6zellik, genis diizliiklerin yani sira daglik alanlarin varligidir. Amanos Daglari,
Hatay'in giiney sinirinda yiikselirken, bu daglar, il sinirlarint Suriye'ye kadar uzatarak bdlgenin
en yiiksek noktalarmi olusturur. Hatay’in kiyr boyunca uzanan Akdeniz'e 6zgii sahil seridi,
ozellikle tarim ve turizm agisindan biiylik 6nem tasir. Bu sahil boyunca yer alan Cukurova
Ovasi, verimli topraklariyla tnliidiir ve bu sayede Hatay, zeytin, narenciye gibi tarim
tirtinlerinde 6nemli bir iiretim merkezidir. Ayrica, daglik alanlarda farkli ekosistemler ve bitki
ortitileri bulunur, bu da bolgenin biyolojik ¢esitliligini artirir. Hatay'in cografyasi, ayn1 zamanda
tarihi ve kiiltiirel agidan da oldukca zengindir. Bu ¢esitli cografi yapilar, bolgenin hem dogal

hem de insani tarihine etki etmistir. Sonug olarak, Hatay, daglar, vadiler, deniz kiyilar1 ve
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verimli ova alanlariyla olduk¢a cesitlenmis bir cografyaya sahip olup, bu 6zellikleri hem

ekolojik hem de ekonomik anlamda 6nemli bir bolge yapmaktadir.

Hatay, Tiirkiye'nin glineyinde yer alan ve Akdeniz ikliminin etkisi altinda olan bir bolgedir. Y1l
boyunca sicakliklar oldukca yiiksek, 6zellikle yaz aylarinda, bu bélgenin belirgin bir 6zelligidir.
Yazlar sicak ve kurak, kiglar ise iliman ve yagisli gecer. Akdeniz ikliminin karakteristik
ozelliklerinden biri olan bol yagislar, kis mevsiminde daha yogun olarak goriiliir. Bunun
yaninda, Hatay'in yiiksek daglik alanlari, dag iklimine sahip bolgelerde farkli iklim 6zellikleri
sergileyebilir. Ornegin, daglik alanlarda sicakliklar daha diisiik olabilir ve kar yagis1 goriilebilir.

Bolgenin cografi yapisi, sicaklik ve nem oranlarinda gesitlilige yol agar.
Veri ve Ozellikleri

Bu calismada, Hatay iline ait 2015-2025 yillar1 arasindaki giinliik ortalama hava sicakligi
verileri Google Earth Engine lizerinden ERA5-Land veri kiimesinden elde edilmistir. Toplamda
3.643 giinliik veri toplanmis ve analiz i¢in hazir hale getirilmistir. Veriler, sicaklik tahmini
amaciyla girdi olarak yil, ay ve giin 6zellikleriyle yapilandirilmistir. Zaman serisi modeli
gelistirmek tlizere veri seti %70 egitim ve %30 test olmak iizere ikiye ayrilmistir. Bu
yapilandirma, modelin genel performansini degerlendirmek ve genellenebilirligini test etmek

amaciyla uygulanmistir.

Gunliik Ortalama Sicaklik (2015-2025)

Sicaklik (°C)
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Sekil 1. Hatay iline ait 20152025 dénemine iliskin giinliik ortalama sicaklik degisimi.

Sekil 1 Hatay’da on yillik siire boyunca gozlenen sicaklik degerlerinin giinliik diizeydeki
degisimini yansitmaktadir. Egride yil bazinda tekrarlayan dalgali yapi, bolgenin belirgin
mevsimsel iklim desenlerini gostermektedir. Yaz aylarinda sicakliklar 30 °C’nin iizerine

cikarken, kis aylarinda 5°C seviyelerine kadar diismektedir. Bu diizenli salinim, zaman
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serisinin mevsimsellige duyarli oldugunu ve iklimsel tahmin modellerinde bu yapinin dikkate
alinmas1 gerektigini gostermektedir. Ayrica bazi yillarda gozlenen ani sicaklik sigramalari,
ekstrem meteorolojik olaylarin veya veri kaynagi etkilerinin potansiyel gostergesi olarak
yorumlanabilir. Sekil genel olarak Hatay’da yillar boyunca sicaklik egilimlerinin biiyiik 6l¢tide

istikrarlt oldugunu ve gii¢lii bir mevsimsel yap1 barindirdigini ortaya koymaktadir.
2.1 LSTM (Long Short-Term Memory)

LSTM modeli, zaman baglh verilerde uzun siireli iliskileri 6grenebilme yetenegiyle
bilinmektedir. Modelin katman yapisi, 0grenme orani ve epoch sayisi hiperparametre
optimizasyonu ile ayarlanmistir.LSTM (Long Short-Term Memory), derin 6grenme ve
ozellikle zaman serisi verileriyle ¢aligirken kullanilan bir tiir yapay sinir agidir. LSTM, RNN
(Recurrent Neural Networks) modelinin bir ¢esididir ve 6zellikle uzun vadeli bagimliliklari
ogrenmede oldukca etkilidir. Geleneksel RNN'ler, dnceki adimlarin bilgilerini hatirlama
konusunda smirhidir ¢iinkii 6grenme siirecinde uzun vadeli bagimliliklar1 tutma yetenekleri

yoktur. LSTM, bu sorunu agmak i¢in 6zel bir yapiya sahiptir (Yu et al., 2009).

Unutma fi=0(Wsa +Uhy_y + by)
i KapIs! ] C, = tanh(Woz + Ui+ bo)

© L
[ Aday bellek NG,
hucresi | i =0 (W + Us+b;)

Cy = tanh(W.z + b.)

©

P99

[ Cikis kapisi X > h,

J

Ot = (WO-'E + Uphy. + bo)

Sekil 2. LSTM ¢alisma yontemi

Sekil 2’de LSTM’e ait genel ¢aligma prensibi diyagram seklinde gosterilmistir. Long Short-
Term Memory (LSTM) aglarinin temel islevlerini agiklamak i¢in asagidaki denklemler
kullanilir. Bu denklemler, LSTM hiicrelerinin her bir 6gesinin nasil c¢alistigini ve igsel

durumlari nasil giincelledigini agiklamaktadir. LSTM, hiicre durumu (cell state) adi verilen bir
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mekanizma ile verilerin uzun siireli hatirlanmasina olanak tanimaktadir. Hiicre durumu, agin
"hafizas1" gibi ¢alisarak ve zaman i¢inde korunmaktadir. LSTM hiicresinin giris kapist i;, hiicre
durumuna ne kadar yeni bilginin dahil edilecegini belirleyen bir bilesendir. Bu kapi, zaman
adimindaki giris vektorii ve dnceki zaman adimindaki gizli duruma bagl olarak hesaplanir.

Giris kapis1 aktivasyonu su sekilde tanimlanir: (Denklem 1).

i = o(Wix, + vihe_y + by) 1)

Burada; o, sigmoid aktivasyon fonksiyonu olup, ¢iktiyr [0,1] araligina sikistirarak hiicreye
alinacak bilginin derecesini belirler. x;, t zaman adiminda modele verilen giris vektoriinii ifade
eder. h;_q, bir onceki zaman adimina ait gizli durum (hidden state) bilgisidir. W;, giris
vektoriine uygulanan agirlik matrisidir. v; (veya bazi kaynaklarda U;), onceki gizli duruma ait
agirlik matrisidir. b; giris kapisi igin bias terimini temsil etmektedir. LSTM hiicresinin 6nemli
bilesenlerinden biri de unutma kapisidir (forget gate). Unutma kapisi, Onceki hiicre
durumundaki hangi bilgilerin korunacagini ve hangilerinin unutulacagini kontrol eder. Bu

kapinin aktivasyonu asagidaki sekilde tanimlanir: (Denklem 2).

ft = O'(]/fot + Ufht—l + bf) (2)

f¢, unutma kapisi aktivasyonudur ve her bir hiicre durumu bileseni i¢in [0,1] araliginda bir deger
iiretir. Bu deger, hiicre durumundaki bilginin ne 6l¢iide korunacagina karar verir. o, sigmoid
aktivasyon fonksiyonudur; lineer kombinasyonu [0,1] araligina indirger ve bilgi aktarim
miktarimi belirler. x, mevcut zaman adimi t'deki giris vektoriinii ifade eder. h,_,, bir dnceki
zaman adimindaki gizli durumdur. W, giris vektoriine uygulanan agirlik matrisidir. vy, 6nceki
gizli duruma uygulanan agirlik matrisidir. by, unutma kapisi i¢in bias terimidir. LSTM
hiicresinde, giris kapisi1 ve unutma kapisi ile birlikte hiicre aday1 (candidate cell state) bileseni
de hiicre durumunun giincellenmesinde kilit bir rol oynar. Hiicre aday1, mevcut girise ve gegmis
duruma bagli olarak hiicreye eklenecek yeni bilgi icerigini temsil eder. Asagidaki Denklem 3’te

tanimlanir.
¢, = tanh ((W.x; + vche—y + be)) (3)

¢; zaman adimi t'deki hiicre adayr durumudur. Bu, hiicreye dahil edilmek tizere hesaplanan yeni
bilgi vektoridiir. Tanh, hiperbolik tanjant aktivasyon fonksiyonudur. Ciktiyr [-1, 1] araligina

sikistirarak hem pozitif hem negatif bilgi tagimay1r miimkiin kilar. x; zaman adimi t'deki giris
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vektoriinii ifade eder. h;_; bir 6nceki zaman adimina ait gizli durumdur. W, girise ait agirhik

matrisidir. v, onceki gizli duruma ait agirlik matrisidir. b, hiicre aday1 igin bias terimidir.

LSTM mimarisinin temel avantajlarindan biri, uzun vadeli bagimliliklar1 koruyabilmesidir. Bu
yetenek, hiicre durumunun giincellenme big¢imiyle dogrudan iliskilidir. Hiicre durumu c;,
gecmisten gelen bilgilerin ve yeni 0grenilen bilgilerin dengeli bir bigimde birlestirilmesiyle

giincellenir. Bu islem asagidaki denklem 4’te ifade edilir:

¢t = ftOc—1 +1iOC; (4)

¢, zaman adimi t'deki giincellenmis hiicre durumudur. f; unutma kapisi aktivasyonudur; 6énceki
hiicre durumu c;_;’deki hangi bilgilerin korunacagimi belirler. c¢,_;, bir 6nceki zaman
adimindaki hiicre durumudur. i, giris kapis1 aktivasyonudur; hiicreye ne kadar yeni bilginin
alimacagim belirler. ¢; hiicre adayidir; mevcut zamanda 6grenilen yeni bilgi igerigini temsil
eder. ©, eleman bazinda ¢arpim (Hadamard garpimi) islemini ifade eder. Bu formiil ile LSTM
hiicresi, bir yandan ge¢cmisten gelen bilgiyi f;(Oc;_; terimiyle korurken, diger yandan yeni
bilgiyi i;®O¢; terimiyle sisteme dahil eder. Boylece hem unutma hem de 6grenme ayni anda
kontrollii bicimde gergeklestirilmis olur. Bu yapi, geleneksel RNN'lerin yasadigi gradyan
kaybolmasi sorununu azaltarak uzun siireli bagimliliklarin etkili bir sekilde 6grenilmesine

olanak tanir.

LSTM mimarisinde ¢ikis kapisi, hiicre durumundan ne kadar bilginin disariya (yani bir sonraki
zaman admminin gizli durumu olarak) aktarilacagini kontrol eder. Bu kapimin amaci,
giincellenmis hiicre durumundan elde edilen bilgiyi, agin dis katmanlarina veya sonraki zaman

adimina aktarilmadan once filtrelemektir. Cikis kapis1 Denklem 5°te su sekilde tanimlanir:

Oy = J(Woxt + Uoht—l + bo) (5)

0;, zaman adimi t’deki ¢ikis kapisi aktivasyonudur. o, sigmoid aktivasyon fonksiyonudur;
sonucu [0,1] araligina sikistirarak hangi bilginin ¢ikisa aktarilacagini belirler. x;, mevcut zaman
adimindaki giris vektoriidiir. h;_q, bir onceki zaman adimindaki gizli durumdur. W, giris
vektoriine ait agirlik matrisidir. v,, 6nceki gizli duruma ait agirlik matrisidir. b, ¢ikis kapisina

ait bias terimidir.
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Bu kapinin ¢iktisi, giincellenmis hiicre durumu c¢;’nin bir tanh aktivasyonundan gegirilmis
haliyle birlikte kullanilarak nihai gizli durum (hidden state) h; Denklem 6’daki sekliyle

hesaplanmaktadir.

h; = o,®tanh (c;) (6)

Bu yap1 sayesinde, LSTM hiicresi yalnizca 6nemli buldugu bilgiyi bir sonraki zaman adimina
veya ag katmanina aktarir. Cikis kapisi, 0grenme siirecinde bilginin ne kadarmmin disa

vurulacagini belirleyerek modelin se¢ici olmasini saglar.

Unutma Kapisi
fe = U(Wf [Ae—1,x¢] + bf)

¢ = tanh (W,[h,_y, %] + b)

Giris Kapisi
iy = o(Wilhe—y, (] + by)

§¢ = tanh (W [h,_q, x,] + b.)

'

Hiicre Durumu

¢t = [tOCt—1 + O

\ 4
Cikis Kapisi

or = o(Wp[he—q, x¢] + by)

h; = o;..tanh (c;)

Sekil 3. LSTM Akis Diyagrami
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2.2 XGBoost

XGBoost, karar agaclarini ardisik sekilde egiterek hata oranin1 minimize eden ve ¢ok sayida
Oznitelik ile calisabilen gii¢lii bir algoritmadir. Sicaklik tahmini i¢in gecikmeli degerler (lag
features) ile model beslenmistir. XGBoost (Extreme Gradient Boosting), karar agaclarina
dayali denetimli (supervised) bir makine Ogrenmesi algoritmasidir. Boosting yontemiyle
tahmin hatalarini minimize eder ve genellikle hem smiflandirma hem de regresyon

problemlerinde yliksek performans saglar.

XGBoost (Extreme Gradient Boosting), karar agaclari temelli giiglii ve optimize edilmis bir
topluluk 6grenme algoritmasidir. Bu yontem, ardisik sekilde egitilen zayif Ogreniciler
(genellikle karar agaclari) yardimiyla tahmin hatalarini minimize etmeyi amaglayan
bir boosting teknigine dayanmaktadir. Sicaklik tahmininde, model gegmis sicaklik degerlerinin
gecikmeli versiyonlar1 (lag features) ile beslenerek zaman serilerinin igsel bagimliliklart
yakalanmigtir. XGBoost, boosting ¢ergevesinde galisir; yani her bir zayif model (karar agaci),
onceki modellerin yaptig1 hatalar1 azaltmaya yonelik olarak egitilir. Bu yaklasim, modelin
kiimtlatif hatasim1 azaltmakta etkili bir yol sunar. Bu ardistk modelleme siireci, tahmin
performansini artirirken genel hatayr da disiiriir. XGBoost, gradyan artirmali karar agaglari
(Gradient Boosted Decision Trees, GBDT) temeline dayanmaktadir. Modelin hatasini 6l¢gmek
icin kullanilan kayip fonksiyonu, her iterasyonda gradyan inisi (gradient descent) yontemiyle
minimize edilir. Boylece her yeni model, onceki modelin iirettigi hataya karsilik gradyan
yoniinde iyilestirme saglar. XGBoost’u klasik gradient boosting algoritmalarindan ayiran en
onemli Ozelliklerden biri, diizenleme (regularization)terimlerini  igermesidir. Model
karmasikligini kontrol etmek amaciyla L1 (lasso) ve L2 (ridge) normlarina dayali ceza terimleri
kullanilir. Bu durum, asir1 6grenme (overfitting) riskini azaltmakta ve modelin genelleme
yetenegini artirmaktadir. XGBoost, derin ve karmasik karar agaclar1 inga edebilme kapasitesine
sahiptir. Bu 6zellik, veri seti icerisinde yer alan karmasik ve dogrusal olmayan iliskilerin
basariyla yakalanmasimni saglar. Ozellikle ¢ok sayida 6znitelik iceren veri setlerinde etkili

sonugclar tretir (Chen, T., & Guestrin, C., 2016).
2.2.1. Tahmin Fonksiyonu

XGBoost, toplam K adet zayif modelin (karar agaclarinin) ¢iktilarinin toplamini alarak tahmin

yapar:

Pi=YRer fi X fre €F (1)
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Burada; ¥i, i. gbzlem i¢in modelin yaptig1 tahmini, K, Toplam aga¢ sayisini; fi, k. karar agaci

(zayif model), & Karar agaglarinin uzay1 (6rnegin, derinligi sinirli agaglar) temsel etmektedir.
2. Amac¢ Fonksiyonu (Objective Function)

Modelin 6grenmesi sirasinda optimize edilen toplam kayip fonksiyonu Denklem 8’deki gibidir.

L) = I l(yu9® ) + The 0 (f) 8)

L(¢), Kayip fonksiyonu (6rnegin, mse, logloss); Q(f), Model karmasikligini cezalandiran

diizenleme terimi; yi(t)ise t. iterasyondaki tahmini temsil etmektedir.

3. Model Karmasikhig1 Ceza Terimi (Regularization)
1
Q(f) = yT + ;A% o} ©)

T Agactaki yaprak sayisini, wj: j. yapragin skoru y, A: Diizenleme parametrelerini temsil
etmektedir. Bu yap1 sayesinde XGBoost, yalnizca diisiik hataya sahip modelleri degil, ayni
zamanda genelleme kapasitesi yiiksek, asir1 6grenmeye direngli modeller iretmeyi amaglar.
Amag fonksiyonunun ikinci terimi, gereksiz derecede karmagsik agaclarin olusmasini engeller

ve algoritmanin gii¢lii bir diizenleme mekanizmasina sahip olmasini saglar.
4. 2. Dereceden Taylor Yaklasimi ile Optimizasyon

XGBoost’un en dnemli 6zelliklerinden biri, ama¢ fonksiyonunun ikinci dereceden Taylor
acilimi kullanilarak yaklasiklagtirilmasidir. Bu yaklagim, her boosting iterasyonunda yeni
eklenecek zayif 6grenicinin (karar agacinin) modelin toplam kaybini ne 6l¢lide azaltacagini
hizli ve analitik olarak hesaplamaya olanak tanir. Boosting siirecinde, t. iterasyondaki tahmin
yi(t)bir onceki iterasyonun ¢iktisina f(i)x(i) fonksiyonunun eklenmesiyle giincellenir. Bu

durumda, amag fonksiyonu yaklasik olarak Denklem 10’daki sekilde ifade edilir.

LO =30, [gi'ft(xi) + %hiftz(xi)] + Q(ft) (10)
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Burada g birinci tiirev (gradient), h; ikinci tiirev (hessian), fi(x) yeni eklenecek agag sayisini

temsil etmektedir.

5. En Iyi Boliinmenin Skoru (Gain)

XGBoost algoritmasinda karar agaglar1 olusturulurken, her bir dalin (split) modelin genel
kaybini ne kadar azaltacagi degerlendirilerek en uygun bdliinme noktasi segilir. Bu islem
sirasinda kullanilan 6lgiit, split gain olarak adlandirilan kazang fonksiyonudur. Split gain,
Onerilen bir boliinmenin modelin amag fonksiyonunda saglayacagi iyilesmeyi (kayip azalimini)
hesaplar. Onerilen bir béliinme sonucunda elde edilecek kazang asagidaki Denklem 11°deki

sekliyle hesaplanmaktadir.

. _ 1[_GE Gk _ (GL+GR)2] _
Gain = 2 [HL+/1 + Hr+A  Hp+Hg+A 14 (11)

GL,Sol yapraga diisen 6rneklerin toplam gradyani, HL Sol yapraga diisen drneklerin toplam
Hessian degeri (ikinci tiirev), GR Sag yapraga diisen orneklerin toplam gradyani, HR Sag
yapraga diisen Orneklerin toplam Hessian degeri, A L2 diizenleme katsayist (overfitting’i
azaltmak i¢in), y yeni bir yaprak olusturmanin maliyetini kontrol eden diizenleme parametresini

temsil etmektedir.
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Sekil 4. XGBoost Algoritmas1 Akis Semast

Degerlendirme Olgiitleri
Ortalama Kare Hatasi-MSE

Gergek degerler ile model tarafindan tahmin edilen degerler arasindaki farklarin karesinin
ortalamasini ifade eder. Bu metrik, hata biiyiikliigiinii dikkate alir ve 6zellikle biiyiik hatalari
daha fazla cezalandirir. Bu yoniiyle modelin biiylik hatalardan kaginma performansini vurgular.
Kiigiik hatalar1 goz ardi etmez; ancak hata terimlerinin karesi alindig i¢in ug¢ degerler (aykiri
gozlemler) {izerinde daha hassas bir degerlendirme sunar. MSE, literatiirde sik¢a kullanilan
duyarli bir dogruluk 6lgiitiidiir. Asagidaki Esitlik 1’de gosterildigi lizere; burada N veri sayisini,
y; gergek (gozlemlenen) degeri ve y;model tarafindan tahmin edilen degeri ifade etmektedir

(Denklem 12).

1 .
MSE = ~ %L (y; — 9;)° (12)
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R-Kare (R? veya Belirleme Katsayisi)

R? katsayisi, bagimli degiskendeki varyansin ne kadarinin model tarafindan agiklandigini
gosteren bir performans Olciitiidiir. Bir baska deyisle, modelin veriyi ne 6l¢iide agikladiginm
ifade eder. R? degeri, modelin tahmin giiciinii degerlendirmede 6nemli bir gdstergedir. Bu deger
1’e yaklastik¢ca, model hedef degiskendeki varyansi daha iyi agiklamis olur. R*’nin 0.0 olmasi
modelin veriyi hi¢ agiklayamadigini, 1.0 olmasi ise tamamen agikladigini gosterir. Yorumu
oldukea kolaydir ve cogu durumda modelin basaris1 hakkinda hizlica fikir verebilir. Ancak, R?
degerinin yiiksek olmasi her zaman modelin iistin oldugunu gostermez. Ozellikle asiri
karmagsik modellerde, R? yiiksek olsa dahi asir1 6grenme (overfitting) durumu séz konusu
olabilir. Bu nedenle R?, diger performans 6lgiitleriyle birlikte degerlendirilmelidir (Denklem
13).

_ Z?’:i(y]'—f/j)z

R*=1
Tjeivj=v))?

(13)

Ortalama Mutlak Hata (MAE — Mean Absolute Error)

Ortalama Mutlak Hata (MAE), bir modelin tahmin performansinit degerlendirmede yaygin
olarak kullanilan, sezgisel olarak anlagilmasi kolay ve yorumlanabilir bir hata metrigidir. Bu
metrik, gézlemlenen (y;) ve model tarafindan tahmin edilen (J;) degerler arasindaki farklarin
mutlak degerlerinin aritmetik ortalamasimni ifade eder. MAE, tiim hatalar1 esit agirlikla
degerlendirir ve tahmin edilen degiskenle ayn1 birime sahip olmasi nedeniyle dogrudan fiziksel
yorumlamaya olanak tanir (Denklem 14).

_ 1N yi—Jj
MAE =¥, [’y—]’] (14)
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3. Bulgular ve Degerlendirme

Bu calismada, giinlilk ortalama hava sicakligi tahmini amaciyla LSTM ve XGBoost
algoritmalarinin performanslar1 karsilastirilmistir. Modeller, 2015-2025 dénemine ait zaman
serisi verileriyle egitilmistir. Egitim verileri lizerinde XGBoost algoritmasi, yaklasik 1.91
ortalama kare hatasi (MSE) ve 1.02 mutlak hata (MAE) ile olduk¢a yiiksek dogruluk
saglamistir. Ayn1t modelin karar katsayisi ise 0.983 diizeyinde gerceklesmistir. Buna karsilik,
LSTM modeli egitim asamasinda yaklasik 6.12 MSE ve 1.86 MAE degerleri iiretmis; karar
katsayist 0.935 olarak hesaplanmistir. Bu sonuglar, XGBoost’un egitim verisine yiiksek
diizeyde uyum sagladigini gostermektedir. Ancak test verisi lizerinde yapilan degerlendirmede
LSTM modeli, yaklasik 7.01 MSE, 1.99 MAE ve 0.947 karar katsayisi ile daha dengeli bir
performans ortaya koymustur. XGBoost’un test setindeki karsilik gelen degerleri sirasiyla 7.43,
2.06 ve 0.931 olarak bulunmustur. Tablo X’te ayrintili olarak sunulan bu bulgular, XGBoost’un
egitim verisinde istiin basar1 gosterdigini, ancak LSTM modelinin test verisindeki genel
basarimiyla daha iyi genellenebilirlik sagladigini ortaya koymaktadir. Bu yoniiyle LSTM, uzun

donemli iklimsel tahminler i¢in daha istikrarl bir secenek olarak degerlendirilebilir.

Tablo 1. Degerlendirme Metrikleri

Train Test
MSE R? MAE MSE R? MAE
LSTM 6.1221 0.935 1.8636 7.0108 0.947 1.9927
XGBOOST 1.9138 0.983 1.0238 7.4388 0.931 2.0695

Tablo 1’de, degerlendirilen modelin egitim ve test verisi tizerindeki performansi, Ortalama
Kare Hatas1 (MSE), Ortalama Mutlak Hata (MAE) ve Belirleme Katsayis1 (R?) olgiitleri
kullanilarak sunulmustur. Modelin egitim verisindeki MSE ve MAE degerleri sirastyla 6.1221
ve 1.8636 iken, R? degeri 0.935 olarak elde edilmistir. Test verisinde ise MSE 7.0108, MAE
1.9927 ve R? 0.947 olarak hesaplanmistir. Alternatif bir modelin performansi incelendiginde,
egitim verisi lizerinde daha diisiik MSE (1.9138) ve MAE (1.0238) ile birlikte daha yiiksek bir
R? (0.983) degeri elde ettigi goriilmektedir. Ancak test verisinde bu modelin MSE degeri
7.4388’e, MAE degeri 2.0695’¢ yiikselirken R? degeri 0.931’e diismiistiir.
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Bu sonuglar, ilk modelin test verisinde daha diisiik hata degerleriyle daha gii¢lii bir genelleme
yetenegine sahip oldugunu; diger modelin ise egitim verisine yliksek diizeyde uyum saglamakla
birlikte test performansinda gorece bir diisiis yasadigini gostermektedir. Bu durum, ikinci

modelin asir1 6grenmeye daha yatkin olabilecegine isaret etmektedir.

LSTM

35 4 y=0.854x+2.818 y=0.898x+1.562
R#=0.935 R?=0.947

30 A

Prediction Temperature
N
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15 4
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Actual Temperature Actual Temperature
Sekil 5. LSTM modelinin egitim (a) ve test (b) veri setleri tizerindeki tahmin performans

grafikleri.

Sekilde, LSTM modelinin giinliik sicaklik tahminlerine iliskin dogruluk diizeyi egitim ve test
veri setleri i¢in ayr1 ayr1 gosterilmistir. Egitim verisinde tahmin edilen sicakliklar ile gézlenen
degerler arasinda yiiksek bir dogrusal iliski gézlenmekte olup, karar katsayist yaklagik 0.935
olarak hesaplanmistir. Test veri seti igin ise bu katsay1 0.947 seviyesine ulagarak modelin gii¢lii
bir genellenebilirlik yetenegine sahip oldugunu gostermektedir. Her iki grafikte de tahmin
degerleri 1:1 dogrusuna yakin konumlanmis olup, sapmalarin diisiik diizeyde kaldig
goriilmektedir. Ayrica test verisindeki regresyon egrisinin birime daha yakin egim gostermesi,
modelin gercek degerlerle daha dengeli tahminler iirettigini gostermektedir. Bu sonuglar,
LSTM mimarisinin zamana bagl sicaklik verilerinde hem 6grenme hem de tahmin agisindan

basaril1 bir yaklasim sundugunu ortaya koymaktadir.
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XGBOOST
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Sekil 6. XGBOOST modelinin egitim (a) ve test (b) veri setleri tizerindeki tahmin performans
grafikleri.

Sekilde, XGBoost algoritmasinin giinliik sicaklik tahmini performansi hem egitim hem de test
verileri i¢in sunulmaktadir. Egitim verisi iizerinde model olduk¢a yiiksek bir dogruluk
sergilemis, karar katsayist 0.983 olarak hesaplanmistir. Ayni grafik iizerinde goézlenen
y=0.955x+0.90 denklemi, tahminlerin gercek degerlere oldukga yakin bir dagilim gosterdigini
isaret etmektedir. Test seti i¢in elde edilen karar katsayisi ise 0.931 olup, modelin
genellenebilirlik basarisinin yiiksek diizeyde oldugunu gostermektedir. Test verisine iliskin
regresyon dogrusunun egimi 0.880 olup, hafif bir sapma egilimi goriilse de genel dagilim 1:1
dogrusu ¢evresinde yogunlagsmaktadir. Bu durum, XGBoost modelinin test verisi iizerinde de
kararli tahminler {iretebildigini, ancak egitim verisindeki kadar giicli bir uyum
sergileyemedigini ortaya koymaktadir. Genelde her iki grafik de modelin sicaklik tahminlerinde
basarili sonuglar verdigini gostermekte olup, 6zellikle egitim agsamasinda XGBoost un yliksek

performansi dikkat ¢ekicidir.

4. Sonuc ve Oneriler

Hatay iline ait sicaklik verileri kullanilarak LSTM ve XGBoost modelleriyle yapilan zaman
serisi tahminleri, her iki modelin de yerel iklim verileri iizerinde basarili oldugunu ortaya

koymustur. Ancak XGBoost algoritmasi, daha diisiik hata oranlar1 ve daha yiiksek
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determinasyon katsayisi ile LSTM'ye kiyasla iistiin performans gostermistir. Bu ¢alisma, iklim
verilerinin tahmininde yapay zeka tabanli yaklagimlarla elde edilebilecek basariyr gdstermekte
ve yerel karar destek sistemlerine bilimsel bir temel sunmaktadir. Gelecekte ¢ok degiskenli
(nem, yagis, riizgar vb.) modellemelerin entegrasyonu ile tahmin dogrulugunun daha da artmasi

beklenmektedir.
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BOLUM 5

IOT VE BULUT BIiLiSIM TABANLI KESTIiRiMCI
BAKIM

EMIN OZTURK"
AZiZ KUBILAY OVACIKLI?

Giris
Uretim yapan isletmelerin faaliyetlerini kesintisiz bir
sekilde siirdiirebilmesi, siparislerini yOnetebilmesi ve bakim
masraflarini en aza indirebilmek i¢in dikkat etmeleri gereken en
onemli konulardan biri makine saghgidir. Ozellikle déner
makinelerde olusacak beklenmeyen arizalar, hem is giicii ve iiretim
kaybina hem de maliyet artisina yol agmaktadir. Artan maliyetleri
diisiirmek ve tliretim verimliligini arttirmak i¢in zaman igerisinde
makine sagligmi korumaya yonelik farkli bakim yontemleri
gelistirilmistir. Geleneksel bakim yontemleri arasinda yer alan ve
ariza gergeklestikten sonra miidahaleyi kapsayan arizi bakim ile
belirli araliklarla yapilan periyodik bakim, {iretim duruslarina tam
olarak ¢6zlim saglamamaktadir. Ayrica arizanin kaynaginin dogru
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sekilde belirlenememesi, gereksiz parca degisimlerine yol agarak
bakim maliyetlerini artirmaktadir (Glirsoy & ark., 2019:56).

Geleneksel bakim yoOntemlerinin yetersizligi zaman
icerisinde daha modern bir yaklasim olan kestirimei bakim
yonteminin ortaya ¢ikmasini saglamistir. Kestirimci bakim,
makinelerden sensorler araciligiyla toplanan titresim, sicaklik,
ultrases, akim, tork ve debi gibi verilerin analiz edilmesi ile
sorunlar1 erken asamalarda tespit etmeyi hedefleyen modern bir
bakim stratejisidi. Bu yOdntem sayesinde Kkontrolsiiz {iretim
duruglarinin Oniline gecilmis ve bakim maliyetlerinde azalmalar
saglanmistir (Arora & ark., 2024:375).

Yapilan arastirmalar  kontrolsiiz ve Ongoriilemeyen
duruslarin isletmeler i¢in ciddi maliyet artiglarina neden oldugunu
gostermektedir. Bakim i¢in yapilan harcamalar, elde edilen iirtin
maliyetinin %15 ila %60’ olusturmaktadir (Romanssini & ark.,
2023:1797). Bakim i¢in harcanan zaman, enerji ve is giiclinde
olusan kayba ek olarak iiriin maliyetlerinde meydana gelen artiglar
da son kullanicilart olumsuz etkilemektedir. Bu sorunlarin Oniine
geemek ve verimliligi artirmak i¢in Ozellikle son yillarda
Nesnelerin Interneti (IoT) alaminda yasanan gelismelerin de
katkisiyla kestirimei bakim alaninda yapilan calismalarda artis
gozlenmektedir.

Endiistri 4.0 kapsaminda gelistirilen IoT tabanli sensorler,
kestirimci bakim uygulamalarinin yayginlagsmasinda kritik bir
oneme sahiptir. Kablosuz sensorler aracilifiyla toplanan veriler
bulut ortamina gonderilmekte ve burada analiz edilmektedir.
Boylece makinelerin siirekli olarak izlenmesi miimkiin hale
gelmistir. Ozellikle doner ekipmanlardan elde edilen titresim
verilerinin bulut tabanli analiz teknikleriyle islenmesi, arizalarin
erken asamalarda tespit edilmesini saglamaktadir (Ovacikh & ark.,
2025:1).
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Bu boliimde, kestirimci bakim ile geleneksel bakim
yontemleri ve IoT cihazlar, bulut bilisim, titresim analizi
yontemleri ele alinacaktir. Caligmanin amact endiistri 4.0
kapsaminda gelisen modern bakim yaklasimlarini incelemek ve
isletmelere sagladigi katkilar1 agiklamaktir.

Bakim Kavrami ve Tiirleri

Bakim kavrami, makinelerin islevselligini siirdiirebilmesi
icin yapilan faaliyetleri ifade etmektedir. Amaci, ariza baglamasini
engellemek, olugan arizalar1 gidermek ve makinenin performansini
korumaktir. Makine bakimi ve sagligi konularimin isletmeler igin
kritik dnemde olmasindan dolay1 zaman igerisinde pek ¢cok bakim
yontemi gelistirilmistir. Geleneksel bakim yontemlerinden olan
arizi ve periyodik bakim ile modern bakim ydntemlerinden olan
kestirimci bakim en yaygin kullanilan yontemlerdir.

Arizi bakim, makinede ariza meydana geldikten sonra
bakim yapmay1 kapsayan bir yaklagimdir. Bakim yapmak i¢in
makinenin beklenmedik bir sekilde durmasi veya iretim
performansinda ciddi bir azalma olmasi beklenir. Sorun meydana
geldikten sonra tiretimi durdurarak sorunun makinedeki hangi alt
bilesenden kaynaklandigi belirlenmeye ¢aligilir. Sorunlu parganin
yerine yenisinin hemen bulunmamasi durumunda iiretim siirecinde
ciddi aksamalar meydana gelmektedir. Olumsuz yanlarinin fazla
olmasma ragmen her isletmede makine bakimi alaninda bir
uzmanin bulunmamasindan dolay1 (6zellikle tekstil sektoriinde) az
da olsa kullanilan bir yontemdir. (Ceyhan & Kasapbasi, 2022:167).

Periyodik bakim, makine i¢in belirlenecek olan periyotlarda
bakim yapmay1 kapsayan bir yaklasimdir. Siirekli yapilan bakimlar
sayesinde sorunlar olusmadan o&nce Onlem almak miimkiin
olmaktadir. Bu sayede beklenmeyen iiretim duruslarinin 6niine
gecilmektedir. Bu yontemin dezavantaji bakim periyotlarinin dogru
bir sekilde belirlenmesindeki zorluk ve sorun olmadigi halde
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yapilan bakimlardan kaynaklanan maliyet artisidir (Sunetcioglu &
Arsan, 2024:344).

Geleneksel bakim yontemlerinin isletmeler igin kritik
onemde olan plansiz duruslari ve bakim maliyetlerindeki artisi
engelleyememesi kestirimci bakimin ortaya c¢ikmasini imkan
tanimastir.

Kestirimci bakim, makinelerden toplanan verilerin analiz
edilmesi ile olusacak arizayr erken asamalarda tespit etmeyi
hedefleyen modern bir bakim yontemidir (Chu & ark., 2024:1).
Yontem sensorler aracilifiyla toplanan sicaklik, titresim, ultrases
gibi verilerin analiz edilmesi iizerine kuruludur. Temel amaci
arizalar1 erken asamalarda tespit ederek plansiz duruslari 6nlemek
ve bakim maliyetlerinin en aza indirmektir.

Geleneksel bakim yontemlerinden farkli olarak zaman ve
gozleme dayali bir yaklasim yerine veri temelli bir yaklasim
benimsemektedir. Bu sayede hem gereksiz par¢a degisiminin oniine
gecilmis hem de makinedeki bilesenlerin verimli bir sekilde
kullanilmasini saglanmaktadir.

IoT ve Bulut Bilisim Temelleri

[oT teknolojileri, isletmelerde yer alan fiziksel cihazlarin
cesitli haberlesme protokolleri ve internet baglantis1 kullanarak
birbirleri ile haberlesmesini saglayan bir teknolojidir. Endiistri 4.0
ile birlikte isletmelerde dijitallesme kavrami 6nem kazanmaya
baslamistir. Ozellikle IoT ve bulut bilisim alaninda yasanan
gelismeler dijitallesme siirecinin hizlanmasini ve kestirimci bakim
uygulamalarinin yayginlagmasini saglamistir.

IoT tabanli sensorler makinelerden sicaklik, titresim,
ultrases, akustik gibi kestirimci bakim uygulamalarinin ihtiyag
duydugu ve olas1 mekanik arizalara ait verileri toplamakta ve bulut
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ortamina aktarmaktadir. Veriler bulut ortaminin yiiksek islem
giiclinden yararlanilarak analiz edilir.

IoT ve kestirimci bakim iliskisi

Kestirimci bakimda en 6nemli unsur ve en temel bilesen
dogru parametreler ile toplanmis veridir. Verinin toplanma
siirecinde olusacak herhangi bir sorun yapilacak olan analizleri
dogrudan etkilemektedir. Bu hatalar1 6nlemek icin [oT teknolojileri
kritik 6neme sahiptir. Makinelerin {izerine yerlestirilen kablosuz
sensOrler sayesinde ger¢ek zamanli ve tam olarak makinenin
calisma kosullarini ifade eden veriler toplanmaktadir (Oztiirk &
Ovacikli, 2025). Sensorler toplanan verileri kablosuz haberlesme
teknolojisini olan Wi-Fi’y1 kullanarak endiistriyel ag gegitlerine
gonderirler (Baloglu & Karademiroglu, 2019:22). Ag gecitlerine
ulagan veriler ara yazilim kullanilarak bulut ortamindaki sunucuya
gonderilir.  Sunucuya ulasan veriler kestirimci  bakimin
yontemlerinden biri olan titresim analizi yontemleri kullanilarak
analiz edilir (Yuan & ark., 2021:345). Elde edilen analiz sonuglari
gelistirilen web araylizii sayesinde kullaniciya bildirilir.

Makineden alinan verinin analiz siirecine kadar takip ettigi
yol asagidaki sekilde gosterilmektedir.

Sekil 1 Doner ekipmanlardan veri toplanmasi, buluta aktarilmasi
ve bulut ortaminda analiz edilmesi siireci

0] [y *-Qh ------ @F_a@

3 a3

Kaynak: Yazar tarafindan tiretildi.
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Titresim Analizi Yontemleri

Titresim analizi, sensorler aracilifi ile toplanan titresim
verilerini kullanarak makine sagligi hakkinda ¢ikarim yapilmasini
saglayan bir kestirimci bakim yontemidir. Asagida sik kullanilan
bazi titresim analiz yontemleri agiklanacak ve ornek bir makine
verisi lizerinden elde edilen sonuglar gosterilecektir.

Skewness

Skewness, verinin olasilik dagilimimin simetrik bir yapida
olup olmadigini belirlemek icin kullanilir. Asagida yer alan
denklem ile hesaplanir.

n -3
Skewness = % » (g)
i=1

Sonug pozitif olmasi verinin olasilik dagiliminin sola yatik,
negatif olmasi ise saga yatik oldugu anlamina gelmektedir. Diizgiin
calisan bir makinede bu deger sifira yakindir.

Kurtosis
Kurtosis, bir dagilimin u¢ degerler agisindan normal

dagilimdan ne kadar farkli oldugunu gosterir. Asagida yer alan
denklem ile hesaplanir.

n — 4
, 1 XX
Kurtosis = — 3% (——)
i=1

Sonug 3’ten biiylikse dagilim sivri, 3’ten kiiciik ise dagilim
basiktir. Diizgiin ¢alisan bir makinede bu deger 3’e yakindir.
RMS ivme

RMS (Root Mean Square), toplanan titresim verisinin

ortalama enerji diizeyini belirlemek i¢in kullanilan bir yontemdir.
Asagida yer alan denklem ile hesaplanir.

n
iy 2
RMS = ’\/n,zlai
i=

—-72--



Hesaplanan RMS degerinin diisiik olmasi makinenin
saglikli oldugu anlamina gelirken yiiksek RMS degeri makinede bir
ariza olabilecegi ve yiiksek titresim hareketi yaptig1 anlamina
gelmektedir.

Crest Factor

Crest factor, verinin toplanmasi esnasinda gergeklesen kisa
stireli fakat yiiksek genlikli vuruntular tespit etmek i¢in kullanilan
bir yontemdir. Asagida yer alan denklem ile hesaplanr.

Tepe Degeri
RMS Degeri

Saglikli calisan bir makinede bu deger 1,4-5 arasindadir.
Bunu iizerinde bir degerde olmas1 makinedeki olasi arizalar isaret

etmektedir.

Crest Factor

Titresim verilerinin analizi

Makinede olusabilecek arizalar1 erken asamalarda tespit
edebilmek igin titresim analizi ¢iktilart dikkatli bir sekilde
incelenmelidir. Istatistiksel titresim analizi yontemleri olusan
arizanin tiri ve siddeti hakkinda bilgi vermektedir (Ovacikli &
ark., 2025:1).

Tablo 1 Analiz sonucglarinin yorumlanmasi

Ariza Tiirii Skewness Kurtosis RMS ivme Crest Factor
Rulman Asinmasi | Pozitif 4 ve lizeri Artar Artar

Mil Dengesizligi Notr 3 civarl Artar Hafif artar
Hizasizlik Negatif 3-4 arasi Artar Artar
Gevsek Negatif veya 4-6 aras1 Artar Belirgin artar
Baglantilar pozitif

Disli Asinmast Pozitif 4 civarl Artar Artar
Yaglama Eksikligi | Pozitif 4-5 arast Artar Artar

Kaynak: Yazar tarafindan tiretildi.
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Kestirimci Bakimin isletmelere Faydalari

Makine saghginin belirli standartlarda tutulmasi isletme
giderlerinin 6nemli bir kismin1 olusturmaktadir. Makinelerin
plansiz durusu ve arizanin tam olarak hangi makine bileseninden
kaynaklandigin1 tespit etmenin zor olmast bakim siiresinin
uzamasina dolayisiyla bakim giderlerinin artmasina neden
olmaktadir. Kestirimci bakim, plansiz duruslarin oniine gecgerek
bakim maliyetlerini azaltmayr ve verimliligi arttirmayi
hedeflemektedir. Veri {izerinde yapilan analizler sonucunda
sorunun tam olarak hangi makine bileseninden kaynaklandig:
belirlenebilir.

Kestirimci bakim sayesinde imalat sanayi gereksiz parca
degisimlerinin, tiretim ve is giicii kayiplarmin 6niine gegmektedir.
Kontrolsiiz duruslar 6nlenerek hem enerji verimliligi artmakta hem
de iriin kalitesi tizerindeki olumsuz etkiler ve fiyat baskisi
azalmaktadir. Kestirimei bakim, isletmelerin enerji ve diger
kaynaklarmi daha verimli kullanmalarini, bakim planlamasini en
iyi hale getirmelerini ve uzun vadede rekabet gii¢lerini artirmalarini
saglamaktadir.
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BOLUM 6

6G AGLARINDA PERFORMANS-GUVENLIK
ETKILESIMIi: OPERASYONEL METRIKLERIN
GUVENLIK DOGRULUGUNA ETKISi

MERT YAGCIOGLI'
Giris
Altinct nesil (6G) mobil aglar, insan merkezli iletisimden
makine merkezli otonom sistemlere gegisi hizlandirarak, toplumun
dijital donilisiimiinii derinlestirmeyi amaglayan yeni bir paradigma
olarak degerlendirilmektedir (Ata, 2023:1030). 6G’nin hedefleri;
terabit diizeyinde veri hizlari, mikrosaniye oOlceginde gecikme
stireleri, asir1 baglantili akilli ortamlar ve yerlesik yapay zeka (Al-
native networking) gibi yetenekleri icermektedir. Bu yetenekler
sayesinde endiistriyel otomasyon, otonom ulasim sistemleri, uzaktan
cerrahi ve taktiksel iletisim gibi kritik uygulamalarda ultra giivenilir
baglanti (URLLC), devasa makine tipi iletisim (mMTC) ve genis
bant iletisim (eMBB) gereksinimleri ayn1 anda karsilanabilecektir
(Esmaeily & ark., 2023:727).

Ancak bu yiiksek diizeyde esneklik ve dinamik kaynak
paylasimi, glivenlik agisindan yeni zafiyet alanlarin1 da beraberinde

! Dr. Ogr. Uyesi, Istanbul Arel Universitesi, Bilgisayar Miihendisligi, Orcid: 0000-

0001-6493-6447
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getirmektedir. 6G aglari, yazilim tanimli ag (SDN), ag dilimleme
(network slicing), ug bilisim (edge/fog computing) ve merkeziyetsiz
yapay zeka karar sistemleri gibi bilesenlerle yapilandirildigindan,
saldint ylizeyi artik tek bir katmanla sinirhi degildir (Wu &
ark.,2022:97). Hem kontrol diizlemi (control plane) hem de veri
diizlemi (data plane) {izerinden gelebilecek tehditlerin etkisi ¢ok
katmanli bir gsekilde agin genel giivenlik performansina
yansimaktadir.

Bu nedenle, 6G’de giivenligin degerlendirilmesi yalnizca
kriptografik ¢o6ziimler, saldir1 tespit sistemleri veya glivenli
protokoller ilizerinden yapilamaz; ayni zamanda agin performans
metriklerinin 6rnegin Packet Delivery Ratio (PDR), Throughput,
End-to-End Delay, Energy Efficiency ve Attack Detection Time gibi
faktorlerin giivenlik dogrulugu iizerindeki dolayli etkilerinin de
anlasilmas1 gerekir. Bu metrikler, agin giivenlik farkindaligina
(security awareness) (Chorti & ark., 2022:104) etki eden, dinamik
ancak olgiilebilir gostergelerdir.

Ornegin, yiiksek paket kayb1 orani veya gecikme varyanst,
saldir1 tespit sistemlerinde yanlis negatif oranini artirarak giivenligin
zayiflamasina neden olabilir (Seker & Parmaksiz, 2025:818). Benzer
sekilde, diistik throughput ve yetersiz bant genisligi, agin giivenlik
olaylarin1 zamaninda isleyememesine, dolayisiyla geg tespit edilen
ihlallere yol acabilir. Enerji verimliligi ve ag yiikk dengesi gibi
operasyonel faktorler de cihazlarin sensor 6rnekleme sikligini ve
anomali izleme kapasitesini dolayli olarak etkiler. Bu nedenle, 6G
giivenligi yalnizca bir “saldiri—savunma” problemi degil, aym
zamanda performans—giivenlik etkilesimi problemi haline gelmistir.

Son yillarda yapilan calismalar, giivenlik dogrulugunun
(Accuracy of Security) sadece saldir1 tipine veya kullanilan modelin
hassasiyetine bagli olmadigini, ayn1 zamanda agin hizmet kalitesi
parametrelerinin dogrudan bir fonksiyonu oldugunu gostermektedir.
Ozellikle QoS (Quality of Servic%)3 ve QoE (Quality of Experience)



gostergelerinin giivenlik metrikleriyle birlikte degerlendirilmesi,
agm kendi kendini koruma (self-defending) (Muzafar, Jhanjhi &
Talib, 2025:3) ve uyarlama (self-optimizing) (Bhatt & ark., 2025:2)
kabiliyetlerinin gelistirilmesinde kritik 6neme sahiptir. Bu yaklagim,
literatiirde “QoS—Security Co-Design” veya “Cognitive Security
Management” olarak adlandirilmaktadir (Li & ark., 2021:7196).

Bu ¢alismada, 6G aglarinda giivenlik dogrulugunu etkileyen
teknik, operasyonel ve yapisal faktorlerin kapsamli bir analizi
sunulmaktadir. Caligmanin amaci, herhangi bir makine 6grenmesi
modelini kiyaslamak degil, her bir ag parametresinin giivenlik
iizerindeki etkisini agiklamak ve bu etkilere dayali olarak giivenligi
artirict stratejik oneriler gelistirmektir.

Yapilan inceleme, Throughput, Packet Delivery Ratio,
Packet Loss Rate, Latency, Attack Detection Time, Data Rate, Slice
Bandwidth ve Energy Efficiency gibi gostergelerin 6G giivenligini
anlamli bigimde etkiledigini ortaya koymaktadir (Sak & Akkas,
2024:6). Bu faktorler hem sistemin saldir tespit performansini hem
de giivenlik olaylarina yanit hizini belirleyen baslica degiskenlerdir.

Dolayisiyla, bu ¢alisma 6G giivenligine iliskin geleneksel
yaklagimi genisleterek, ag performanst ve giivenligin birlikte
modellenmesi  gerektigini savunmaktadir. Bdylelikle 6G’nin
hedefledigi “akilli, glivenilir ve otonom” iletisim vizyonuna ulagmak
icin, giivenligin yalnizca bir savunma mekanizmasi1 degil, ayni
zamanda bir ag hizmet kalitesi boyutu olarak ele alinmasi
onerilmektedir (Karahan & ark., 2025:2).

Veri ve Metrikler

Bu calismada kullanilan veri kiimesi, 6G ag ortaminda
Olgiilen performans, giivenilirlik, enerji verimliligi ve saldirt
tespitiyle iliskili c¢esitli teknik gostergeleri kapsamaktadir. Bu
gostergeler, ag giivenligini dogrudan etkileyen operasyonel
faktorlerin biitlinciil bir gériinlimiinii sunmaktadir. Her bir 6zellik,
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agin glivenlik dogrulugunu temsil eden “Accuracy of Security (%)”
degiskeniyle anlamli bir iligki gdstermektedir.

Figure 1 Korelasyon Matrisi (Sayisal Ozellikler)
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Sekil 1’de goriilen korelasyon matrisi, 6G aginda oSlciilen
performans, giivenilirlik, enerji ve tespit metrikleri arasindaki
dogrusal iliskileri gostermektedir. Ozellikle Throughput, PDR ve
Energy Efficiency degiskenlerinin Accuracy of Security ile pozitif
yonde yiiksek korelasyon sergilemesi, ag giivenliginin dogrudan
operasyonel kararlilikla baglantili oldugunu géstermektedir. Buna
karsilik Packet Loss Rate ve End-to-End Delay gibi degiskenler
negatif korelasyon gostererek ag tikanikliginin gilivenligi zayiflatici
etkisini dogrulamaktadir.

Ag Performansi Metrikleri

Ag performansini temsil eden Throughput (Mbps), Data Rate
(Mbps) ve Slice Bandwidth (Mbps) gibi degiskenler, 6G altyapisinda
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giivenlik dogrulugunu o6nemli Olglide etkileyen parametrelerdir
(Porambage & ark., 2021:1102). Yiiksek throughput, veri
paketlerinin kayipsiz ve zamaninda aktarilmasini saglar. Bu durum,
saldir1 tespiti sistemlerinin eksiksiz veri lizerinde ¢aligmasini
mimkiin kilar. Diistik throughput veya yetersiz bant genisligi
kosullarinda, veri akisi kesintiye ugrar ve glivenlik analizlerinde
ornekleme tutarsizliklar1 olusur. Boyle bir durumda tespit modelleri
hatali sonuglar iiretebilir, 6zellikle saldir1 davraniglarin biitiinsel
profili bozulur. Dolayisiyla, yiliksek throughput ve genis dilim bant
genisligi, ag giivenliginin istikrarini giiclendiren temel unsurlardir.
Bu nedenle, 6G mimarilerinde giivenlik bilesenleri i¢in asgari bant
genisligi garantileri tanimlanmal1 ve trafik yiikii arttiginda otomatik
olgeklendirme politikalar1 devreye alinmalidir.

Giivenilirlik ve Hizmet Kalitesi Metrikleri

6G aglarinda Packet Delivery Ratio (PDR), Packet Loss Rate
(%), Latency (ms) ve End-to-End Delay (ms) parametreleri,
giivenlik dogrulugu iizerinde dogrudan belirleyici olan kalite
gostergeleridir. PDR’nin yiiksek olmasi, ag lizerindeki veri akiginin
kesintisiz ve eksiksiz gerceklestiini gosterir. Boyle bir ortamda,
giivenlik izleme sistemleri dogru ve eksiksiz Ornekler iizerinde
calistigindan, saldirilarin tespit edilme olasilig1 artar. Buna karsilik,
yiiksek paket kaybi orani, giivenlik sistemine eksik veri sunarak
anomali imzalarinin bozulmasina neden olur. Latency ve gecikme
varyansi (jitter) ise 6zellikle zaman kritik uygulamalarda giivenlik
analizinin dogrulugunu dogrudan etkiler. Gecikmenin artmast, tespit
stirecinin senkronizasyonunu bozar ve olaylarin gercek zamanh
analiz edilmesini engeller. Bu nedenle, ag giivenligi yalnizca saldir
tespiti mekanizmalarinin basarisina degil, ayn1 zamanda agin hizmet
kalitesi parametrelerinin siirdiiriilebilirligine de baglidir.

Giivenlik Tespiti Metrikleri
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Attack Detection Time (ms), [GJIO-SVM Prediction Score ve
Intrusion Probability gibi gostergeler, agin saldirilara ne kadar hizl
ve dogru tepki verdigini Slgen parametrelerdir. Ozellikle tespit
siiresi, agin savunma refleksiyle dogrudan iliskilidir. Saldir1 tespiti
ne kadar kisa siirede yapilirsa, agin veri biitlinliigii o kadar yiiksek
oranda korunur. Uzun tespit slireleri ise saldirmin daha fazla
katmana yayilmasina ve daha genis sistem etkilerine neden olur.
Yiiksek IGJO-SVM skoru, sistemin anomali algilamasinda daha
hassas ¢alistigini gosterir; ancak bu durumun yiiksek yanlis alarm
orani (false positive) ile dengelenmesi gerekir. Dolayisiyla, giivenlik
dogrulugunun siirdiiriilebilmesi i¢in tespit modiilleri, performans
metrikleriyle eszamanli olarak optimize edilmelidir.

Figure 2 Rastgele Orman Ozelliklerin Onemi
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Sekil 2, 6G aginda giivenlige en fazla katki saglayan
degiskenleri siralamaktadir. Throughput, PDR, Energy Efficiency ve
Packet Loss Rate one ¢ikan en etkili faktorlerdir. Bu sonug, agin
performans metrikleri ile gilivenlik basarimi arasinda giiclii bir
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karsilikli bagimlilik oldugunu gostermekte ve QoS tabanli giivenlik
optimizasyonunun gerekliligini vurgulamaktadir.

Enerji Verimliligi ve Sistem Siirdiiriilebilirligi Metrikleri

6G aglarinda Energy Efficiency (J/bit), Power Consumption
(W) ve Transmission Cost (Joule) gibi gdostergeler, giivenligin
stirekliligi acisindan kritik 6neme sahiptir. Enerji verimliligi ytliksek
sistemlerde sensorler ve izleme modiilleri daha uzun siire aktif
kalabilir; boylece saldir1 tespiti kesintisiz sekilde siirdiiriilebilir.
Buna karsilik, enerji verimliliginin diigik oldugu durumlarda
cihazlar gii¢ tasarrufu kiplerine gegerek izleme sikligin1 azaltir, bu
da giivenlik zafiyetine yol acar. Dolayisiyla, 6G giivenlik
mimarisinde enerji  yOnetimi  yalnizca performans veya
strdiiriilebilirlik agisindan degil, aym1 zamanda agin savunma
kapasitesini koruma agisindan da ele alinmalidir.

Dilim ve Mimari Parametreler

6G mimarisinde yer alan Slice ID, Network Load Category
ve Resource Allocation Type gibi parametreler, agin sanallagtiriimis
yapisinin giivenlik karakteristigini belirler. Farkli dilimler farkli
giivenlik Onceliklerine ve kaynak izolasyon diizeylerine sahiptir.
Ornegin, URLLC dilimleri diisiik gecikme ve yiiksek giivenilirlik
sayesinde daha yiiksek giivenlik dogrulugu sergilerken, eMBB veya
mMTC dilimleri daha yiiksek kapasiteye karsilik daha fazla saldiri
ylizeyi sunabilir. Bu farkliliklar, ag giivenliginin yalnizca genel
politikalarla degil, dilim diizeyinde Ozellestirilmis kurallarla
yonetilmesi gerektigini gostermektedir. Her dilim kendi kimlik
yOnetimi, erisim politikas1 ve izleme parametreleriyle izole
edilmelidir.

Hedef Degisken: Accuracy of Security (%)

Tiim bu degiskenlerin birlesik etkisi, agin genel giivenlik
basarimini temsil eden “Accuracy of Security (%)” gostergesinde
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somutlasir. Bu metrik, saldir1 tespiti, yanit siiresi, veri biitiinliigii ve
kaynak verimliligi gibi alt bilesenlerin bileskesidir. Yapilan analizler,
giivenlik dogrulugunun 6zellikle PDR, Latency, Attack Detection
Time, Energy Efficiency ve Throughput ile yiliksek derecede iliskili
oldugunu gostermistir. Bu bulgu, 6G aglarinda giivenligin yalnizca
yazilim veya algoritma dilizeyinde degil, agin operasyonel
parametreleriyle birlikte yonetilmesi gerektigini ortaya koymaktadir.

Figure 3 Toplam Ozellik Onem Egrisi — Rastgele Orman Modeli
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Sekil 3’te goriildiigli iizere, toplam 6zellik 6nem egrisi, en
etkili birka¢ degiskenin modelin agiklayic1 giicliniin  biiytik
boliimiinii temsil ettigini gdstermektedir. ik 8-9 degisken toplam
varyansin %85’inden fazlasini agiklamaktadir. Bu bulgu, 6G
giivenlik degerlendirmesinde c¢ok sayida parametre yerine birkag
kritik gdstergenin optimize edilmesinin yeterli olabilecegini
gostermektedir.

Bulgular ve Etki Analizi

Bu caligmadan elde edilen bulgular, 6G aginda giivenlik
dogrulugunun yalnizca saldir1 tespit mekanizmalarinin basarisiyla
degil, agin performans, giivenilirlik ve enerji ydnetimi gibi
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operasyonel parametreleriyle de yakindan iligkili oldugunu
gostermektedir. Ozellikle Packet Delivery Ratio (PDR), Latency,
Throughput, Attack Detection Time ve Energy Efficiency gibi
degiskenler, agin genel giivenlik seviyesini belirleyen baslica
gostergeler olarak ©One c¢ikmaktadir. Bu bulgular, 6G’nin
giivenliginin statik kurallardan ziyade, dinamik ag kosullarina
duyarl olarak optimize edilmesi gerektigini ortaya koymaktadir.

Ag performansint temsil eden Throughput degiskeni,
giivenlik dogrulugu ile dogrudan pozitif bir iliski gdstermektedir.
Yiiksek throughput degerleri, veri akisinin kesintisiz olmasini ve
saldir1 tespit sistemlerinin eksiksiz veri Ornekleri T{zerinde
caligsabilmesini saglar. Buna karsilik, diisiik throughput kosullarinda
tespit sistemleri eksik veya gecikmeli veriyle beslendigi i¢in yanlis
negatif orani artar. Bu durum, ozellikle gercek zamanli anomali
tespit algoritmalarinda giivenlik dogrulugunun diismesine yol acar.
Dolayisiyla, 6G aglarinda belirli bir minimum throughput
seviyesinin korunmasi hem hizmet kalitesi hem de giivenlik
biitiinliigli agisindan kritik bir gerekliliktir.

Benzer bicimde, Packet Delivery Ratio (PDR) giivenlik
dogrulugunu o©nemli Olgiide etkileyen bir baska parametredir.
PDR’nin yiiksek olmasi, veri paketlerinin kayipsiz iletildigini ve
agm izleme sistemine eksiksiz veri saglandigimni gosterir. Bu
durumda, saldir1 tespit sistemleri daha net sinyaller iizerinden
caligsarak giivenlik kararlarini daha isabetli verebilir. PDR’nin
diismesi ise Ozellikle zaman serisi tabanli tespit sistemlerinde
ornekleme tutarliligimi bozar ve anomali profillerinin yanhs
degerlendirilmesine neden olur. Bu nedenle PDR yalnizca
performans Olciitii olarak degil, giivenlik farkindaligini temsil eden
bir ag saglig1 gostergesi olarak da degerlendirilmelidir.

Packet Loss Rate (paket kayb1 orani) giivenlik dogrulugu ile
negatif yonde iligkilidir. Artan paket kaybi, veri biitliinliiglini

zayiflatir ve Ozellikle denetimli O6grenmeye dayali giivenlik
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algoritmalarinda eksik 6zellik kiimelerine yol agar. Paket kayiplari,
saldir1 tespitinde yanilma oranlarini artirdigi gibi, agin savunma
refleksini de geciktirir. Yiiksek paket kaybi, cogu durumda yalnizca
tikaniklik veya donamim hatasindan degil, potansiyel saldiri
girisimlerinden de kaynaklanabilir. Bu nedenle 6G aglarinda paket
kaybr orani, agmn saldir1 duyarliligini gdsteren tamamlayicit bir
giivenlik metrigi olarak ele alinmalidir.

Figure 4 SHAP Ozeti: Ozelligin Giivenlik Dogrulugu Uzerindeki
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SHAP 6zeti, her bir 6zelligin giivenlik dogrulugu iizerindeki
etkisinin yoniinii ve biiylikliiglinii gorsel olarak sunmaktadir. Pozitif
SHAP degerleri giivenligi artirici, negatif degerler ise zayiflatici
yonde etki yapmaktadir. Throughput ve PDR artis1 giivenligi
giiclendirirken, Latency ve Packet Loss Rate’in yliksek degerleri
giivenlik dogrulugunu diisiirmektedir. Bu sonuclar, performans
gostergelerinin dogrudan giivenlik karar mekanizmalarina entegre
edilmesi gerektigini desteklemektedir.

Gecikme (Latency) ve uctan uca gecikme (End-to-End

Delay), 6G giivenliginde en kritik zaman duyarli parametreler
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arasinda yer almaktadir. Gecikmenin artmasi, saldir1 tespit
sistemlerinin verileri zamaninda islemesini engelleyerek savunma
zincirini zayiflatir. Ozellikle otonom sistemlerde ve URLLC
dilimlerinde milisaniyelik gecikmeler dahi giivenlik ihlallerinin
gozden kagmasia yol agabilir. Gecikmenin azaltilmasi yalnizca
kullanici deneyimi agisindan degil, saldir1 tespiti dogrulugu
bakimindan da gereklidir. Bu nedenle, 6G ¢ekirdek ag mimarisinde
giivenlik tepkilerinin “gercek zamanli” bi¢imde iiretilmesi igin
gecikme esigi belirlenmeli ve bu esik asildiginda sistem kendini
yeniden yapilandirabilecek esneklikte tasarlanmalidir.

Attack Detection Time (saldir1 tespit siiresi) giivenlik
dogruluguyla ters orantil1 bir iliskiye sahiptir. Tespit siiresi ne kadar
kisa olursa, saldirinin etkisi o denli sinirhh kalir ve giivenlik
dogrulugu artar. Tespit siiresinin uzamasi, saldirinin daha fazla
katmana yayilmasina ve agm geri yiiklenme siiresinin uzamasina
neden olur. Bu nedenle, 6G aglarinda saldir1 tespit mekanizmalarinin
cevrimdisi degil, siirekli akis tabanli (streaming-based) bir mimaride
caligmasi biiylik 6nem tasimaktadir. Boylece saldir1 aninda sistem
yalnizca pasif alarm liretmekle kalmaz, ayni zamanda otonom olarak
onleyici aksiyonlar da devreye sokabilir.

Enerji verimliligi (Energy Efficiency), 6G’nin siirdiiriilebilir
giivenlik anlayisinda belirleyici bir rol oynamaktadir. Yiiksek enerji
verimliligi, ag diiglimlerinin izleme ve analiz islevlerini kesintisiz
sekilde silirdlirmesini saglar. Enerji agisindan verimsiz ¢alisan
sistemlerde sensorler ve izleme modiilleri sik sik diisiik glic moduna
gecerek ornekleme sikligini diisiirtir, bu da giivenlik sinyallerinin
eksik kalmasina neden olur. Dolayisiyla enerji verimliligi, yalnizca
ekonomik veya cevresel bir kazanim degil, ayn1 zamanda ag
giivenliginin siirekliligini destekleyen temel bir unsurdur.

Figure 5 Gergek ve Tahmin — Rastgele Orman Modeli
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Residuals (Actual - Predicted)

935 94.0 94.5 95.0 95.5 96.0 96.5
Predicted Security Accuracy

Gergek ve tahmin degerlerinin karsilagtirildigr bu grafik,
modelin ag gilivenlik dogrulugunu tahmin etme basarisini
degerlendirmektedir. Noktalarin sifir ¢izgisi etrafinda simetrik
dagilmasi, modelin hatalarinin rastgele oldugunu ve sistematik bir
yanhilik bulunmadigimi gostermektedir. Boylece Random Forest
modelinin 6G giivenligi tahmininde dengeli bir performans
sergiledigi anlagilmaktadir.

6G mimarilerinde bulunan Slice ID, Network Load ve
Resource Allocation Type gibi yapisal parametreler, giivenlik
dogrulugunu dolayli bi¢imde etkileyen faktorlerdir. Farkli ag
dilimleri, farkli giivenlik profillerine ve izolasyon seviyelerine
sahiptir. Ornegin, URLLC dilimleri diisiik gecikme garantileri
sayesinde daha yiiksek giivenlik dogrulugu gosterebilirken, eMBB
dilimleri daha genis bant genisligi sunmalarina ragmen saldiri
yayilimi acisindan daha yiiksek risk tasiyabilir. Bu durum,
giivenligin ag genelinde tek tip politika yerine, dilim bazli bir
yaklasimla yonetilmesi gerektigini gostermektedir.

Son olarak, ag tikanmiklig1 (network congestion) ve trafik
yogunlugu, gilivenlik performansini dogrudan etkileyen bir diger

faktordiir. Yogun trafik altinda paket kaybi ve gecikme varyansi
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artar; bu da IDS sistemlerinin verileri diizenli araliklarla
isleyememesine neden olur. Asirt yiiklenmis ag kosullarinda
giivenlik bilesenlerinin islem giicii azalir, tespit pencereleri uzar ve
saldirilar daha gec fark edilir. Bu nedenle 6G ¢ekirdek aginda, trafik
yiikiine baglh olarak giivenlik modiillerine 6ncelik taniyan akilh
kaynak yonetim politikalar1 uygulanmalidir.

Genel olarak degerlendirildiginde, bu bulgular 6G
giivenliginin yalnizca tehditlerin algilanmasina dayali bir problem
olmadigini, aksine agin isletimsel dinamikleriyle yakindan baglantili
karmasik bir stire¢ oldugunu gostermektedir. Giivenlik dogrulugunu
artirmak icin ag performans gostergeleriyle giivenlik tespiti
mekanizmalar1 arasindaki etkilesimin siirekli izlenmesi ve
yonetilmesi gerekmektedir. Boylece 6G aglari, yalnizca yiiksek hiz
ve diislik gecikme hedeflerini degil, ayn1 zamanda dinamik olarak
kendini koruyabilen bir giivenlik bilincini de gergeklestirebilecektir.

Politika Tasarimi ve Giivenligi Artirict Onlemler

6G  aglarinda  giivenligin  siirdiiriilebilir ~ bigimde
saglanabilmesi, yalnizca saldir1 tespit sistemlerinin dogruluguna
degil, ayn1 zamanda agin kendi operasyonel parametrelerinin
dinamik bi¢cimde yonetilmesine baglidir. Elde edilen bulgular, agin
performans metrikleriyle giivenlik bagarimi arasinda gii¢lii bir iliski
oldugunu gostermektedir. Bu dogrultuda gelistirilen politika
onerileri, 6G aglarinda proaktif, 6ngdriicii ve kendini uyarlayabilen
(self-optimizing) bir gilivenlik mimarisi olusturmay1
hedeflemektedir.

Hizmet Diizeyi Guardrail’leri

6G ag giivenliginin en 6nemli bilesenlerinden biri, agin temel
performans gdstergeleri igin belirli glivenlik esigi degerlerinin
tanimlanmasidir. Bu esigin altina disiildiigiinde sistemin otomatik
olarak giivenlik dnlemlerini devreye sokmasi gerekmektedir. “SLO
Guardrail” olarak adlandirilan é);l yaklasim, hizmet kalitesi ile



giivenlik performansi arasindaki dengenin gercek zamanli bigimde
korunmasini saglar.

Matematiksel olarak bu yaklagim su sekilde ifade edilebilir:

Security State (S) =
Optimal, if PDR = P, Loss < L*, Latency < D*, DetectTime < T~
Degraded, otherwise

(1)

Burada P*, L*, D*, T *parametreleri sirastyla hedeflenen paket
teslim orani, maksimum kayip orani, gecikme sinir1 ve saldir1 tespit
stiresi esigini temsil etmektedir. Sistem “Degraded” durumuna
gectiginde; saldirt tespit modiiliiniin hassasiyeti artirilir, giivenlik
trafigine daha fazla bant genisligi tahsis edilir ve gerekli durumlarda
dilim dl¢eklendirmesi yapilir.

Bu tiir bir koruma cergevesi, glivenlik dogrulugundaki ani
diistislerin yalnizca tespit edilmesini degil, ayn1 zamanda onleyici
miidahale mekanizmalariyla dengelenmesini saglar. Boylece ag,
degisen trafik kosullarina ve tehdit seviyelerine otomatik olarak
tepki verebilir.

Ortak-Uyarlamal Giivenlik Yonetimi

6G’de ag giivenliginin performansla birlikte yonetilmesi i¢in
“QoS—Security Co-Adaptation” yaklasim1  Onerilmektedir. Bu
yaklasimda giivenlik politikalari, agin performans gostergelerine
bagl olarak dinamik bicimde giincellenir. Ornegin, Packet Delivery
Ratio (PDR) diismeye basladiginda sistem yalnizca yeniden iletim
(retransmission) miktarim1 degil, aym1 zamanda saldir1 tespit
sisteminin Ornekleme oranini da otomatik olarak artirir. Benzer
sekilde, Latency belirli bir esigin iizerine ¢iktiginda IDS penceresi
daraltilarak erken uyar esigi yeniden kalibre edilir.
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Bu ortak-uyarlamali sistem, 6G ¢ekirdek aginda bir “kendi
kendini diizenleyen giivenlik dongiisi” (self-regulating security
loop) olusturur. Dongii iic asamadan olusur:

a. Gozlem (Observe): Ag metriklerinin (PDR, Latency,
Attack Detection Time, Energy Efficiency) stirekli
olarak izlenmesi,

b. Degerlendirme (Evaluate): Gozlemlenen
metriklerin ~ belirlenen = guardrail  esikleriyle
karsilastirilmasi,

c. Uyarlama (Adapt): Gerekli goriildigiinde ag
parametrelerinin ve IDS esiklerinin otomatik bigimde
yeniden ayarlanmasi.

Bu yap1 sayesinde 6G giivenligi statik kurallara degil, agin
kendi dinamik davranisina dayali olarak sekillenir.

Enerji-Farkinda Giivenlik

Enerji verimliligi, 6G giivenliginin siirekliligini etkileyen
stratejik bir faktordiir. Diislik giic moduna giren ug cihazlar veya
sensorler, izleme sikligini diisiirdiigli i¢in saldir1 tespit zincirinde

“gorsel bosluklar” yaratabilir. Bu nedenle, enerji yonetimi
politikalar1 giivenlik oncelikleriyle uyumlu bi¢imde planlanmalidir.

Onerilen yaklasimda, cihazlarin enerji durumuna gére gorev
oncelikleri dinamik bi¢imde yeniden dagitilir. Kritik 6nemdeki
giivenlik akiglari, cihazin diigiik giic moduna ge¢mesinden Once
tamamlanir. Ayrica, enerji kisith donemlerde giivenlik modiillerine
ayrilan islem giicii artirillarak agin savunma refleksi korunur. Bu
sayede enerji verimliligi hedefleri ile giivenlik biitiinliigli arasinda
denge saglanir.

Dilim Bazh Giivenlik Politikalar:
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6G’nin ag dilimleme mimarisi, glivenligin farkli hizmet
tirleri igin oOzellestirilebilmesini miimkiin kilar. Bu c¢aligmanin
bulgulari, gilivenlik dogrulugunun dilim tipine goére degistigini
gostermektedir. Ornegin, URLLC dilimleri diisiik gecikme avantaji
sayesinde yiiksek giivenlik basarimi sergilerken, eMBB dilimleri
yiiksek bant genisligi nedeniyle daha genis saldir1 yiizeyine sahiptir.

Bu nedenle, her dilim i¢in bagimsiz giivenlik politikalarinin
tanimlanmas1 Onerilmektedir. Her dilim kendi kimlik yo6netimi
(identity management), anahtar rotasyonu (key rotation) ve erigim
kontrol politikas1 (access control) mekanizmasina sahip olmalidir.
Ayrica, dilimler arasi veri aligverisi sirasinda “Zero-Trust Slice
Design” ilkesi uygulanmali; higbir dilim digerine varsayilan olarak
giivenmemelidir.

Proaktif Tehdit Onleme ve Olay Tepkisi

Son olarak, giivenlik dogrulugunu siirekli yiiksek tutmak icin
proaktif dnlem ve olay tepkisi mekanizmalarinin biitiinlestirilmesi
onerilmektedir. Bu kapsamda, ag yoneticileri saldir1 olasiligini
temsil eden gostergeleri (6rnegin IGIO-SVM Prediction Score veya
Intrusion Probability) izleyerek potansiyel tehditlere kars1 6nceden
aksiyon alabilir.

Bu yaklasimda sistem yalnizca saldiriy1 tespit ettiginde degil,
saldir1 ihtimalinin artti§1 durumlarda da politika degisikligine
gidebilir. Ornegin, tehdit skoru belirli bir esigin iizerine ¢iktiginda
IDS modiilii daha hassas ¢aligmaya baslar, giivenlik trafigi icin daha
fazla bant genisligi ayrilir ve siipheli akislar mikro-izolasyon (micro-
segmentation) politikalariyla sinirlandirilir.

Bu tiir proaktif yonetim stratejileri, 6G aglarin1 “reaktif”
savunma modelinden “Ongoriicti” glivenlik modeline tasir. Boylece
ag hem performans hem de giivenlik boyutunda kendi durumunu
stirekli optimize eden bir yapiya doniisir.
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Genel Degerlendirme

Tim bu politikalar birlikte degerlendirildiginde, 6G ag
giivenliginin geleneksel anlamda statik bir kural setiyle degil, veriye
dayali, kendini uyarlayan ve durumsal farkindaliga sahip bir
cerceveyle saglanabilecegi sonucuna varilmaktadir. Bu ¢alisma, ag
giivenligi ile hizmet kalitesi arasindaki karsilikli bagimliligi agik
bicimde ortaya koymus; 6G’nin hedefledigi “akilli, giivenilir ve
otonom” iletisim vizyonuna ulagsmak i¢in giivenligin ag yonetiminin
dogal bir parcasi haline gelmesi gerektigini vurgulamstir.

Figure 6 Radar Tablosu — Kategori Bazinda Giivenlik Dogrulugu
ile Ortalama Korelasyon

Reliability

Energ

ormance

Detectio

Architecture

Radar grafigi, farkli metrik kategorilerinin giivenlik dogruluguna
ortalama etkilerini gostermektedir. Performans ve Giivenilirlik
kategorileri en yiiksek katkiy1 sunarken, Enerji ve Tespit kategorileri
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destekleyici diizeyde etkili olmustur. Bu durum, 6G giivenliginin
temelinde hizmet kalitesi ve gecikme metriklerinin yer aldigini,
enerji ve tespit boyutlarinin ise siirdiiriilebilirligi destekledigini
gostermektedir.

Sonuc¢

Bu calisma, 6G aglarinda giivenlik dogrulugunu etkileyen temel ag
parametrelerini inceleyerek, giivenligin yalnizca saldir1 tespit
algoritmalaria degil, agin performans, enerji verimliligi ve hizmet
kalitesi gibi operasyonel gostergelerine de giiclii bigimde baglh
oldugunu ortaya koymustur. Elde edilen sonuglar, 6G giivenlik
anlayisinin  geleneksel — “reaktif savunma”  yaklagimindan
uzaklasarak, proaktif, ongoriicii ve kendi kendini uyarlayan bir
giivenlik mimarisine evrilmesi gerektigini gostermektedir.

Analizler, 6zellikle Packet Delivery Ratio (PDR), Throughput,
Packet Loss Rate, Latency, Attack Detection Time ve Energy
Efficiency degiskenlerinin giivenlik dogrulugu iizerinde belirleyici
rol oynadigini gostermistir. Bu faktorler, agin saldirilart tespit etme,
tepki verme ve olay sonrasi iyilesme kabiliyetlerini dogrudan
etkilemektedir. Dolayisiyla, ag giivenligi artik sadece tehdit tespiti
veya kriptografik koruma diizeyinde degil, aym1 zamanda
operasyonel ag davraniglarinin biitlinciil optimizasyonu baglaminda
degerlendirilmelidir.

Calisma, bu amacgla SLO tabanli giivenlik guardrail’leri ve QoS—
Security Co-Adaptation yaklasimlarini 6nermektedir. Bu c¢ercevede
6G ag1, kendi performans gostergelerini siirekli izleyen ve giivenlik
seviyesindeki diislisleri Onceden Ongorerek kendini yeniden
yapilandirabilen otonom bir yapiya kavusturulabilir. Boyle bir
sistemde, ag parametreleri yalnizca veri aktarimimi degil, ayni
zamanda giivenlik tepkilerinin hizin1 ve dogrulugunu da belirleyen
aktif girdiler haline gelir.
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Ayrica, dilim bazli giivenlik yonetimi (slice-specific policies)
kavrami, 6G’nin modiiler mimarisine uygun sekilde giivenligin
Olgeklenebilir bicimde uygulanabilecegini gostermistir. Her ag
dilimi, kendi hizmet tipine (eMBB, URLLC, mMTC) uygun
giivenlik profiline sahip olmali ve “Zero-Trust” ilkeleri ¢ercevesinde
bagimsiz olarak yonetilmelidir. Bu yaklasim, agin farkli hizmet
senaryolarinda biitiinsel giivenlik tutarliligi saglamasmma olanak
tanir.

Enerji verimliligi de 6G giivenliginin siirdiiriilebilirligi acgisindan
kritik bir boyut olarak ©one c¢ikmistir. Enerji-farkinda giivenlik
planlamas1 sayesinde, sistemin izleme ve tespit modiilleri gii¢
kisitlamalarina ragmen etkinligini koruyabilmektedir. Boylece hem
cevresel stirdiiriilebilirlik hem de siber dayaniklilik hedefleri birlikte
desteklenmektedir.

Sonug olarak, bu ¢alisma 6G aglarmin gilivenligini yalnizca bir
savunma problemi olarak degil, ¢ok katmanli, kendini optimize eden
bir sistem miihendisligi problemi olarak ele almaktadir. 6G’nin
hedefledigi ultra giivenilir ve diisiik gecikmeli iletisim ortamina
ulagsmak icin, agin gilivenlik bilesenlerinin performans, enerji ve
hizmet kalitesi metrikleriyle birlikte yonetilmesi zorunludur.

Gelecekte yapilacak calismalarin, bu kavramsal c¢ergevenin
uygulamali dogrulamasina odaklanmasi1 onerilmektedir. Ozellikle
gercek zamanl telemetri verileriyle desteklenen yapay zeka tabanl
karar sistemleri, 6G aglarinda otonom giivenlik yonetiminin temel
bileseni olacaktir. Bunun yani sira, enerji optimizasyonu, tehdit
onceliklendirmesi ve dilim bazli kaynak tahsisini birlikte optimize
eden ¢ok amagh gilivenlik kontrol algoritmalar1 gelistirmek, 6G
sonrasi (Beyond 6G) giivenlik mimarileri i¢in 6nemli bir arastirma
yOnii olusturmaktadir.

Bu ¢alisma, 6G ag giivenligi alanina yalnizca belirli bir saldir1 tiiriinii

degil, agin biitiinsel dinamiklerini analiz eden sistematik bir bakis
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acis1 kazandirmis ve giivenligin, ag performansinin ayrilmaz bir
boyutu oldugunu vurgulamistir.
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Giris

Tirk Dil Kurumu (TDK, 2016) meslek kavramini “Belli bir
egitim ile kazanilan sistemli bilgi ve becerilere dayali, insanlara
yararlt mal iiretmek, hizmet vermek ve karsiliginda para kazanmak
icin yapilan, kurallar1 belirlenmis is” seklinde tarif etmistir. Herhangi
bir egitim kurumu olmadan da uzun yillar verilmis olan mesleki
egitim su anda ¢iraklik egitimi veren kurumlarda, meslek liselerinde,
meslek yliksekokullarinda ve teknik tiniversitelerde verilmektedir.

Mesleki egitimin gerekliligi tartisilamaz fakat iilkemiz
kaynaklarinin daha verimli kullanimi i¢in kimin hangi meslek
alaninda daha basarili olabilecegi belirlenmeli ve ilgili kisilere bu
egitim verilmelidir. Bu konuda akla gelen en temel ¢dziim Onerisi
meslek kavraminin taniminda da ifade edildigi gibi; meslegin sadece
bilgiye degil aym1 zamanda “...becerilere dayali...” olmasi
gerekliligidir. Bireyler beceri ve yeteneklerine uygun isler
yaptiginda hem daha faydali hem de daha mutlu ve basarili
olabilecektir.  Ornegin, miihendis olacak kisinin  “soyut
diistinebilme” becerisine sahip olmasi veya “ikna becerisi” olan
birisinin avukat olmas1 verimlilik ve fayda i¢in daha uygun olacaktur.

Bireyler i¢in dogru meslek se¢imi ¢ok faktorlii bir problemdir.
Meslek se¢imini etkileyen en ©nemli faktorlerden birisi aile
faktoriidiir. Ailenin sosyal ve ekonomik durumu ¢ocugun meslek
secimine etki edebilmektedir. Gelir diizeyi diisiik ailelerin ¢ocuklari
daha erken wvakitte aile ekonomisine katki saglamaya
yonlendirilmekte veya cocuk kendi istegi ile o yola girmektedir.
Diger taraftan idealist ve ekonomik durumu nispeten iyi olan aileler
ise ¢cocuklarini iyi bir egitim sonrast daha prestijli bir yerde gérmek
istiyor. Bu durum da meslek se¢imlerini ve mesleki egitim alma
sekillerini dogrudan etkiliyor.

Aile faktorii ile de iligkili diger faktor cevre faktorii. Cocuk veya
ailesi ¢evreden etkilenerek meslek se¢cimini ona  gore
sekillendirebiliyor. Cevreden etkilenme hem aile seviyesinde hem de
cocugun kendi ruh diinyasinda karsilik buluyor. Ozellikle rol model
olarak 6rnek alinan birilerinin varligi cocuktaki meslek se¢imine etki
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ediyor. Global bir koye donen internet sayesinde ¢evre etkisinin daha
da arttigin1 séylemek miimkiin.

Meslek seciminde aile agisindan olsun ¢ocuk agisindan olsun
onemli faktorlerden birisi hi¢ siiphesiz meslegin maddi getirisidir.
Ayakta kalabilmek i¢in insanlar genellikle daha fazla maddi kazang
saglayan islere yoneliyor. Bu kimi zaman ihtiyactan kimi zaman da
yiiksek beklentilerden kaynaklanabiliyor.

Maddi tatmin kadar olmasa da bir baska 6nemli faktor de manevi
tatmin. Ozellikle ekonomik durumu daha iyi olan ailelerin
cocuklarinda kendini manevi agidan tatmin edecek mesleklere
yonelim de fazlaca olabilmektedir. Akademisyenlik bu kapsamda ele
almabilir. Uzun yillar sonra daha 1iyi imkanlar saglayan
akademisyenlik bir nevi manevi tatmin i¢in yapilan mesleklerden.
Ger¢i son donemde nispeten iyilesen kosullar nedeniyle maddi
tatmin araci olarak de goriilebilmekte.

Cevre faktoriine yakin konulardan bir digeri arkadas faktoriidiir.
Arkadas faktorii de meslek secimini etkileyen onemli faktorlerden
birisi.

Bu listeyi uzatmak miimkiin bununla birlikte konuyu daha da
netlestirebilmek icin meslek secimine etki eden faktorleri belki
dahili ve harici faktorler olarak degerlendirmek daha uygun
olacaktir. Dahili faktorler meslegi icra edecek kisiyle dogrudan
iligkili faktorler (cocugun maddi ve manevi beklentileri gibi) olarak
goriilebilir. Burada meslek se¢iminin bas aktorii ¢ocugun bizzat
kendisidir. Toplumda basina buyruk diye de tabir edebilecegimiz
cesur gengler meslek seciminde genellikle meslek secimini sadece
dahili faktorlere uygun olarak yapmaktadirlar. Dogru veya yanlis
oldugunu zaman gosterecektir. Harici faktorler ise meslegi icra
edecek kisiyi etkileyen faktorlerdir. Aile, arkadas, cevre ve 6gretmen
bunlara 6rnektir. Ailenin ekonomik nedenlerle yonlendirmesi veya
Ogretmenin aday1 taniyarak onun iyiligine tavsiyeler vermesi buna
dahildir.

Aileler eskisine gore daha bilingli fakat hala yapilmasi gereken
bazi isler bulunuyor. Bunlardan bazilari s6yle 6zetlenebilir:
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e Adaylar hakkinda daha fazla veri toplanmali fakat bu is
yapilirken adaya yeni yiik getirilmemeli ve kisisel veriler
ile ters diismeyecek sekilde veri toplama yapilmalidir.

e Aday1 tek basina degerlendirmek yeterli degildir. Onu
ailesiyle ve hatta c¢evresi ile tamyip degerlendirmeye
ihtiyac vardir. Bu nedenle aday aileleri hakkinda da veri
toplanmali ve aday verisi olarak kayit altina alinmalidir.

e Adaylarin genetik yatkinligina kadar akla gelebilecek
biitiin verileri toplanmali ve bunlar birlestirilmelidir.

e Toplanan veriler biiyiik veri imkanlar1 ile depolanmali,
biiylik veri analitigi yontemleri ile analiz edilmeli ve
yapay zeka teknikleriyle verilerden c¢ikarimlar
yapilmalidir.

e Adaylara sadece ders notlariyla ilgili degil ayn1 zamanda
becerileriyle ilgili de karneler de diizenlenmelidir.

e Adaylar hakkinda elde edilen olumlu/olumsuz geri
bildirimler aninda velilerle paylagilmalidir.

Faktorlerin ¢oklugu ve rehberlik yetersizligi nedeniyle meslek
secimi konusunda ¢ogu zaman hatalar yapilabilmektedir. Bunun
sonucu olarak da gen¢ niifusun hatali istihdami sorunu ortaya
cikmaktadir. Issizlik oranlarma ek olarak ise yerlesenlerin is ile
uyumsuzluklar1 sorunu daha da biiyiitmektedir.

Dogru meslek secimi konusunda geleneksel olarak c¢esitli
caligmalar yapilmaktadir. Basta rehber 06gretmenler adaylara
tecriibeleri esliginde tavsiyelerde bulunarak onlar1
yonlendirmektedir. Adaylarin basar1 durumlan takip edilmekte ve
basar1 durumuna uygun olarak meslek ve bolim tavsiyeleri
yapilmaktadir. Meslek se¢iminde basari i¢in kimi yerde adaylara
yonelik olarak akademik benlik anketi uygulanmaktadir (Kuzgun,
20006).
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Mevcut durumdaki sorunlarin ¢éziimii i¢in yapilmasi gereken en
onemli is adaylarla ve mesleklerle ilgili daha fazla veri toplamak ve
bunlar1 zeki veri analiz araglari yardimiyla dogru sekilde
eslestirmektir.

Gecmis ¢calismalar

Meslek se¢imi kimi zaman dogru parametrelerle yapilsa da
iilkemizde hala bu konuda hatalar yasandigi bir gercektir. Ailelerin
beklentileri ve adaylarin smavlardan aldigi puanlar meslek
seciminde genellikle en Onemli parametreler haline gelmistir.
Bununla birlikte ailenin beklentisi dikkate alinirken adaym kendi
beklentileri bile gbz ard1 edilebilmektedir. Bunun dogal bir sonucu
olarak da kendi isteginden Once ailesinin istegini yerine getirmek
durumunda olan aday psikolojik agidan sorunlar yasayabilmekte ve
basarisiz olabilmektedir. Her ne kadar konu meslek se¢imi olsa dahi
sonuglari itibariyle rehberlik ve psikolojik danigmanligin alanina da
giren ¢alismalar karsimiza ¢ikabilmektedir.

Dogru meslek seciminin ilk asamasi adayin yeteri kadar
taninmast olup bu konuda bazi ¢alismalar yapilmistir. Bu
caligmalardan birisi Ogretmenlerin adaylar hakkinda tutmus
olduklar1 Ogrenci Gelisim Dosyalaridir. Giiniimiizde bu dosyalarin
gordiigli vazifeyi e-okul sistemi yerine getirmektedir (https://e-
okul.meb.gov.tr/). Gerek okul yonetimine yardimci gerekse velilere

bilgi destegi veren sistemin su anda aktif olarak kullanildig1
goriilmektedir. E-okul sistemi giincel tutulabildigi takdirde adaylar
hakkinda iyi bir veri kaynagi olarak gorev listlenebilecektir. Bununla
birlikte meslek se¢imi konusunda tek basina yeterli bir veri kaynagi
degildir.

Adaylar hakkinda her donem toplanan verilerin zamaninda
ve diizenli olarak kaydedildigi dosyalara Toplu Dosya adi
verilmektedir. Toplu Dosyalar adaylar i¢in gelisim tarihgesini
tutarlar. Bu dosyalar basta gizlilik kaygisi olmak iizere cesitli

nedenlerle adaylar hakkindaki tiim verileri tutmaz. Kayit altina
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alinan veriler ancak gizlilik derecesi diisliik verilerdir. Toplanan

verilerin  siniflandirilmasi, ayiklanmasi ve analitik olarak

degerlendirilmesi ihtiyact vardir. Toplu dosyalarda yer alan bilgiler

adaylarin gelisim diizeylerine gore degisiklik gosterir. Ornegin,

ilkogretim diizeyinde bedensel gelisim tarihg¢esi 6nemli yer tutarken,

ortadgretim diizeyinde gelecege iliskin planlar daha ayrintili yer alir.
Toplu dosyalarda temel olarak;

Aday kimlik ve aile bilgileri (niifus kayit, ailenin ekonomik
durumu vs.),

Adayin devam ettigi okullar (egitim ge¢misi),

Adayin bedensel, ruhsal, biligsel, dilse, sosyal, duygusal
geligimi,

Adayin ilgi ve yetenekleri,

Ogrenme stil ve aligkanliklari,

Ders basar1 durumlari,

Bos zaman etkinlikleri,

Gelecek planlar1 ve mesleki egilimleri,

Test sonuglari,

Disiplin durumu vs. bilgiler tutulur.

Toplu dosyalarin; okul yoneticilerine, 6gretmenlere, velilere
ve adaylara cesitli faydalar1 bulunmaktadir. Ornegin, bu veriler
sayesinde okul yoneticileri adaylar1 daha yakindan taniyabilmekte,
ogretmenler adaylarin gelecek planlari ve yeteneklerini bilmekte,
veliler cocuklarinin okuldaki gelisimini takip edebilmektedir. Toplu
dosyalarla ilgili en 6nemli kaygi kisisel verilerin tutulmasindan
dolay1 verilerin gizliliginin saglanmasidir. Bu anlamda Avrupa
iilkelerinde kullanilan PIA (Privacy Impact Assessment) (Wright,

--104--



2012) ve iilkemizde uygulanan KVKK (Yazicioglu, M. B.,2024)
kapsami1 yardime1 olacaktir.

Gerek e-okul konusunda gerekse toplu dosyalar konusunda
edinilen tecriibe az degildir. Adaylar hakkinda veri toplanmasi yeni
bir konu degildir. Aday1 degerlendirme ve testlerle onun hakkinda
bilgi elde etme de bu konuda yapilan bagka bir ¢calismadir. Bugiine
kadar pek fazla yapilamayan bir ¢alisma ise toplanan verilerin bir
sistematik dahilinde farkli acilardan ele alinmasi ve analiz
edilmesidir. Veri analizinde siklikla istatistik biliminden faydalanilsa
da zeki veri analiz araglari olan veri madenciligi yontemleri bize bu
alanda daha fazla katki saglayacaktir. Hatta alana &zel veri
madenciligi ¢aligmalar1 egitimsel veri madenciligi adiyla literatiirde
bilinmektedir.

Veri ve Yontem

Bir adayin dogru meslegi tercih edebilmesi ancak onun en
dogru sekilde taninmasiyla miimkiin olabilecektir. Adayin
taninmasindan kasit onun temel {li¢ alandaki bilgilerinin elde
edilmesidir: Yetenekleri, Beklentisi ve Ilgi Alanlari.

Bu ¢alismada eksiksiz veri toplamanin ilk asamasi aday
verilerinin kapsamli sekilde ele alinmasidir. Ornegin adaya ait
demografik veriler, yetenek dl¢limleri, zeka testi ve beklenti verileri
dogru sekilde toplanmalidir. Bunlar dogru ve eksiksiz sekilde
toplanamadig1 takdirde Ogrencinin hangi meslege daha uygun
oldugunun tespiti miimkiin olamayacaktur.

Veri kaynaklari

Dogru meslek se¢iminde en 6nemli iki unsur aday ve meslek
bilesenidir. Adaylar dogru ve eksiksiz sekilde anlasilabildigi ve
meslekler i¢in uygunlugu dogru o6lgiilebildigi takdirde onlarin en
dogru istihdamini saglamak miimkiin olabilecektir.

Aday ozellikleri
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Gegmis calismalardan farkli bir simiflandirma olarak
calisgmamizda aday verileri statik 6zellikler ve dinamik 6zellikler
olarak ele alinacaktir. Adayin kendisinde bulunan ozelliklere ait
veriler statik, kendi disindaki olaylar nedeniyle gosterdigi tepkiler ve
davranislar ile elde edilen veriler ise dinamik 6zellikler olarak ele
almacaktir. Bu kapsamda o6rnek olarak; demografik veriler statik,
adayin smavlarda aldig1 notlar ise dinamik 6zellikler olarak isleme
aliacaktir.

Aday statik ozellikleri

Statik  ozellikler dogustan gelen Ozellikler olarak da
goriilebilir. Kisilerin zekas1 ve diger psikolojik 6zellikleri ile ailesi
ve genetik yapist gibi bilgiler statik ozellikler igerisinde ele
alinacaktir.

Kategorik olarak ele almak gerekirse statik oOzellikler
asagidaki alt kiritlimlar halinde karsimiza ¢ikacaktir.

Demografik veriler (ailevi 6zellikler, ¢cevre 6zellikleri)
Psikometrik 6zellikler

Yetenekler (dogustan gelen 6zellikler)

Demografik ozellikler

Demografik veriler adayin cinsiyet, yas, aile ve gevresi ile
ilgili verilerden olusur. Bircok ¢alismada demografik verilerin
basariya etki eden faktorler oldugu goriilmiistiir (Corbett, 2001).
Demografik veriler kapsaminda ele alinan cinsiyet faktoriiniin
onemli bir belirleyici oldugu ge¢mis caligmalarda goriilmiistiir.
Cinsiyet faktoriinlin 6nemli olmasimin nedeni kiz ve erkek
ogrencilerin farkli 6grenme davraniglarina sahip olmasidir. Meit ve
arkadaslar1 (2001) tarafindan yapilan bir calismada genellikle kiz
ogrencilerinin daha disiplinli bir ¢aligma davranigi gosterdigi ve
daha basarili oldugu goriilmiistiir.
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Psikometrik ozellikler

Psikometri, kisilerin hangi meslege daha uygun oldugunu
ogrenmek i¢in testler sunar (Coban, 2015). Genellikle insan
kaynaklar1 tarafindan ise alimlarda ve terfilerde kullanilan
psikometrik testler aday ile meslek arasindaki uyumu o6lgmekte
kullanilabilir. Psikometrik veriler statik ve dinamik 06zellikler
seklindeki gruplamada statik olarak ele alinmasinin nedeni dogrudan
adayla ilgili olmasindan dolayidir.

Yetenekler

Yetenekler adaylarin gelecekteki performanst konusunda
onemli faktorlerden biridir. Yeteneklerin yeterince dikkate
alinmamasi sebebiyle adaylar kendi yetenekleri disinda mesleklerde
isttihdam edilmekte ve verimlilik diisiisleri olusabilmektedir. Her ne
kadar mevcut smav sistemleri kimi yerde yetenekleri Olgmeye
caligsa da yapilan calismalar yeterli degildir. Anlik degil de siireg
icerisinde yetenek ol¢iimleri yapilmalidir. Bir alana yerlesecek aday
icin sadece bilgi degil ayn1 zamanda yetenek skorlar1 da denkleme
girmelidir. Adaylarin yeteneklerinin bir siire¢ icerisinde takibinde
ogretmenlere bilyiik gorev diismektedir. Ogretmenler kendileri i¢in
bu ise 6zel gelistirilmis bir yazilim sistemi igerisinde fark ettikleri en
kiiciik bir yetenek pariltisini sisteme dogal dilde metin olarak, goriis
olarak girmelidir. Askeri okullar, giizel sanatlar fakiiltesi ve beden
egitimi boliimleri yetenekleri dikkate alarak sinavlar yapmaktadir
fakat yetenekler miihendislik, tip, veterinerlik hatta diger alanlar i¢in
de yapilmalidir.

Ogrenci dinamik ozellikleri

Bu calismada dinamik 6zellikler zamana ve sartlara bagl
olarak degisebilen 6zellikleri ifade i¢in kullanilmaktadir. Meslek
se¢cimine etki eden dinamik ozellikleri iki ana bashk halinde ele
almak miimkiindiir.
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Beklentiler (dis etkilere gore degisir)
flgi alanlar1 (aile ve gevre)

Beklentiler

Meslek secimine etki eden faktorlerden birisi hi¢ siiphesiz
beklentilerdir. Beklentiler adaylari en fazla motive edecek
unsurlardan birisidir. Tek basina ve dogrudan meslek se¢imine etki
etmese dahi istenen meslegin ihtiya¢c duydugu gayret ve ¢alismayi
adaya verecektir.

Beklentiler bashigi da kendi igerisinde iki alt kategori
seklinde ele alinabilir. Bunlardan birincisi ailenin beklentileri digeri
ise Ogrencinin beklentileridir. Meslek secimi sirasinda ailenin
beklentileri 6grencinin beklentilerinin Oniine gegebilmektedir.
Bunun bir nedeni se¢im yapacak olan d6grencinin 6ngoriisiiniin daha
diistik oldugu diislincesidir. Bu noktada yapilmas1 gereken
ogrencinin biling seviyesine gore se¢imi kimi zaman 6grenciye kimi
zaman da ailesine birakmak olabilir.

Beklentiler konusunda bugiine kadar 6ne ¢ikan konularin en
basinda ekonomik beklenti yer almistir. Ekonomik beklentinin ilk
sirada yer almas1 Maslov’un ihtiyaglar piramidi (Parilti, 1999) ile de
ilgili olarak goriilebilir.

Tlgi alanlar

Beklentiler ile ilgi alanlar1 birbirine yakinsayan iki konu
olmakla birlikte aralarinda 6nemli bir ayrim vardir. Beklenti daha
faydaci bir yaklagim iken ilgi alan1 daha ¢ok manevi tatmin ve merak
ile ilgili olabilir. Kimi zaman beklentiler ilgi alanina sekil verirken
¢ogu zaman ilgi alan1 mevcut sartlardan bagimsiz gelisir. {1gi alanlart
yetenekler ve dis ¢evre kaynakli da olabilir. Yetenek kaynakli
durumda hizli kosabilen bir adayin spor alanlarina yonelmek
istemesi Ornek gosterilebilir. Cevre kaynakli durumda ise son
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donemde ¢ok moda oldugu icin adaylarin drone siiriiciisii olmak
istemesi 0rnek olarak gosterilebilir.

Yetenekler ile ilgi alanlar1 zaman zaman birbirine karistirilsa
dahi arada 6nemli bir fark soyle ifade edilebilir. Bir kimse matematik
alanina ilgi duyabilir fakat yetenegi yoksa basarili olamayabilir. Ya
da ¢ok para kazanmak i¢in tip alanina ilgi duyabilir fakat yetenegi
yoksa kendini ¢ok zorlayarak doktor olsa bile mesleginde basarili
olmayabilir. Basaril1 olsa dahi bagkasina faydasi olan fakat kendisine
faydas1 olmayan bir insan ortaya ¢ikabilir.

Faktorleri asagidaki ¢izimle bir arada gorebiliriz:

Sekil 1. Meslek se¢imine etki eden faktorlerin sematik gosterimi

Meslek faktorleri
A A
Statik 6zellikler Dinamik 6zellikler
Demografik Beklentiye dayali Ilgi alanina
Psikometrik ¢
Yetenege A
dayali Aday kaynakl Y?tenek
Aile ve okul kokenli
kaynakli Beklenti
kakenli
Meslek ozellikleri

Ogrencileri tanimak icin gesitli dzellikler bulundugu gibi
meslekleri tanimak i¢in de ¢esitli Ozellikler bulunmaktadir.
Mesleklere etki eden Ozelliklerden tespit edilebilenler asagida
verilmistir.

Meslegin gorev ve amaci
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Meslegin hangi ihtiyaca cevap verdigi, topluma veya
bireylere ne sekilde hizmet edecegi bu konuyla ilgilidir. Ornegin,
doktorun amaci hastalar1 tedavi etmek, 6gretmenin amaci insanlara
bir seyler 6gretmek, mithendisin amact sorunlara ¢oziim iiretmektir.

Dolayisiyla bir adaym hangi meslege daha uygun oldugunu
tespit edebilmek i¢in ¢oktan se¢meli ya da kapali uglu bir soru ile
“ne yapmaktan zevk alirsin, ya da neler yapmak seni mutlu
eder?” sorusu yoneltilmelidir.

Meslegin gerektirdigi bilgi ve beceriler (yetkinlikler)

Bir meslegi iyi sekilde icra edebilmek icin gereken bir bilgi
birikimi vardir. Ayn1 zamanda meslegin gerektirdigi teknik beceriler
ve uygulamali bilgi ihtiyact bulunmaktadir.

Bu durumu olcebilmek icin adaya meslekle ilgili olarak
“sahip oldugu deneyimi ve teknik becerileri” sorulmalidir. Ayrica
teknik becerilerini daha 1yi Ol¢ebilmek i¢in bazi test sonuglari
istenebilir.

Meslegin gerektirdigi diploma ve sertifikalar

Ulkemizde ve diinyada mesleki egitim veren kurumlar
bulunmakta olup bu kurumlar diploma ve sertifikalar vermektedir.
Bu diploma ve sertifikalar meslekle ilgili bilgi vericidir.

Adayin diploma ve sertifikalar1 “sahip oldugunuz diploma ve
sertifikalar nelerdir?” sorusuyla ya da bir sistem tizerinden diploma
ver sertifikalarini girilmesiyle kayit altina alinabilir.

Kullanilan arac ve teknolojiler

Mesleklerin icrasi sirasinda kullanilmasi gereken cihazlar,
ekipmanlar, yazilimlar ya da teknolojiler bulunur. Bir meslegi
yapmaya aday olan kisilerden meslegin gerektirdigi ara¢ ve
teknolojilerden ne kadaria hakim oldugu sorulmalidir.

--110--



Bu konudaki seviyeyi tespit edebilmek i¢in “meslege spesifik
olarak x cihazim1 kullanabiliyor musun, y teknolojisine hakim
misin?” gibi sorular sorulabilir.

Cahisma ortam

Her meslegin icrasi bir ortamda gergeklesir. Kimi meslekler
kapali ortamlarda kimisi de agik ortamlarda ¢alismay1 gerektirir.
Ofis, fabrika, saha, hastane, laboratuvar ya da bagka bir ortam1 aday
tercih edebilir.

Adaylara tercih ettigi ¢alisma ortamlari da sorulmali ve
anketle bu durum kayit altina alinmalidir. Sorulabilecek bir soru
“hangi ortamlarda ¢aligsmay1 tercih edersin?” olabilir.

Gorev ve sorumluluklar

Dogasi itibariyle her meslek i¢in ihtiya¢ duyulan gorev ve
sorumluluklar ayni degildir. Yapilan isin hassasiyeti gorev ve
sorumluluklart etkiler. Mesleklerin kendilerine has rutinleri vardir.

Adaylara bu rutinler sorulmali ve ayrica meslegin
gerektirdigi sorumluluklar konusundaki tutumu 6grenilmelidir.
Deyim yerindeyse “gilinliik x, y, z islerini yapmaktan zorlanir
misin?” ya da “galistiZin birimin biitiin sorumlulugunu almak ister
misin?” gibi sorular sorulabilir.

Meslege uygun Kkisilik ozellikleri

Bazi meslekler sabir, bazilar1 analitik diisiinme, bazilar1 da
iletisim becerisi ya da dikkat ve yaraticilik ister. Ornegin bir
ogretmen sabirli ve iletisim becerisi yliksek olmalidir, miithendis
analitik diisiinebilmelidir.

Bu konuyla ilgili bilgi girisi i¢in meslekler ve kisilik
ozellikleri bir matris seklinde verilmeli ve aday bunun iizerinde
isaretleme yapmalidir.
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Mesleki riskler ve zorluklar

Mesleklerin kendilerine has riskleri ve zorluklar1 olabilir.
Ormnegin kimi meslekler fiziksel riskler icerebilirken kimi meslekler
stresli olabilir. Ayrica baz1 meslek alanlar1 teknolojiye hizlica uyum
gerektirebilir.

Adaylar bu gibi risklere karsi tepkilerini sisteme girmelidir.

Kariyer gelisimi ve uzmanlasma alanlari

Adaylarin ¢ogu kariyer gelisimini destekleyen mesleklerde
caligmak isterler. Kariyer gelisimi en biiyiik beklentilerden biridir. O
nedenle mesleklerin kariyer gelisimine verecekleri katkilar adaylar
i¢in 6nemli olmaktadir. Ornegin yazilim gelistirme alaninda junior
ile baglayan seriiven kimi zaman yazilim mimari ya da kidemli proje
yoneticisine kadar gitmektedir.

Toplumsal ve ekonomik deger

Meslegin toplumdaki yeri ve meslegin saglayacagi ekonomik
katki diizeyi de adaylar icin cazip gelmektedir. Ayrica meslekteki
istihdam potansiyeli adaylar i¢in O6nemlidir. Yine bu madde de
beklentilerle iligkilidir.

Egitimsel veri madenciligi

Insan eliyle ve basit uygulamalar ile yapilamayacak
karmasiklikta analitik islemler i¢in olas1 seceneklerden birisi hig
sliphesiz gli¢lii veri tabani tasarimi ve dogru sekilde kurgulanmis
sorgulardir. Yapisal olarak kayit altina alinan veriler sorgulama ve
analiz araclar1 ile birlikte kullanilarak biiyliik miktarda bilgi elde
edilebilir. Sorgular yardimiyla dahi elde edilemeyecek tiirden
anlamli bilgiler ise adina veri madenciligi dedigimiz akilli veri analiz
araclari ile yerine getirilebilir.

Veri madenciligi; istatistik, yapay zeka, makine 6grenmesi,
veri tabani sistemleri ve gorsellestirme gibi alanlarin bir araya
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gelmesiyle ortaya ¢ikmis, biiyiik hacimli veri igerisinden gizli kalmis
fakat faydali olabilecek oriintiileri kesfetmek i¢in ortaya konmus,
otomatik veya yar1 otomatik yontemler toplulugudur (Witten ve
Frank, 1999). Veri madenciligi bugiine kadar; tip, bankacilik,
sigortacilik, glivenlik gibi bir¢cok alanda basartyla uygulanmustur.

Veri madenciliginin basariyla uygulandig1 alanlardan birisi
de egitim alanidir. Egitim verileri lizerinde klasik veri madenciligi
teknik ve uygulamalar1 uygulanabildigi gibi alana 6zel teknikler de
bulunmaktadir. Alana 6zel tekniklerin de i¢inde yer aldig1 bu 6zel
veri madenciligi tiirii Egitimsel Veri Madenciligi adiyla
bilinmektedir.

Egitimde veri madenciligi tekniklerinin kullanimiyla ilgili
cesitli calismalar dikkat cekicidir. Bu calismalardan birinde sik
ortintii madenciligi teknigi kullanilmis ve 6grencilerin birlikte aldig1
dersler tespit edilebilmistir (Zaiane, 2001). Tarihsel veri kullanilarak
simiflayicilarin egitildigi bir baska calismada 6grenciler dnceden
taniml1 kategorilere ayrilabilmistir (Cha ve digerleri, 2006). Diger
caligmalarda; tahmin modelleri yardimiyla 6grencilerin bir dersi
gecip gecemeyecegi onceden ortaya konabilmis (Hamalainen ve
Vinni) ve kiimeleme analizi yardimiyla 6grenciler benzerliklerine
gore farklh 6beklerde kiimelenebilmistir (Perera ve digerleri, 2009).
Ayrica; ders kitaplarmin iyilestirilmesi (Agrawal ve digerleri, 2011),
ogrenci katilimini artirmak i¢in sosyal ag analizi (Rabbany ve
digerleri, 2011) ve egitim yazilimmda o6grenci bilgilerinin
birlestirilmesi (Pardos ve digerleri, 2011) gibi ¢alismalar da bu
alanda yapilmistir.

Onerilen sistem
Onerilen sistem asagidaki alt bilesenleri icermelidir:
e Aday profili olusturma

e Meslek profili olusturma
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Uygunluk skorlama
Siralama ve eslestirme

Karar destek ve Oneri sistemi

Aday profili olusturma

Bu asamada adaya ait tiim veriler toplanmalidir. Aday profili
olusturma asamasinda toplanmasi gereken veriler asagidaki gibidir:

Kisilik 6zellikleri
Yetkinlikler (bilgi + beceri)
Dijital beceriler

Calisma ortamu tercihleri
Egitim durumu, sertifikalar
Mesleki ilgi alanlari

Risk toleransi, stres yonetimi
Kariyer beklentileri

Ekonomik beklentiler

Aday profili olusturma asamasimin ¢iktis1 asagidaki vektor

olacaktir.

Aday Ozellik Vektorii A = [ai, a2, .., a,]

Meslek profili olusturma

Her meslegin gerektirdigi “6zel isterler” bu asamada
Ogrenilecek ve meslek profili olarak kaydedilecektir. Meslek
profilinde olabilecek alanlar asagida verilmistir.

Zorunlu bilgi ve beceri seti

Kisilik 6zellikleri
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e Calisma ortamu tiirii

e Risk ve stres seviyeleri

e Toplumsal ve ekonomik beklenti uyumu
e Diploma / sertifika gereksinimleri

e Teknoloji kullanim seviyesi

Meslek profili olusturma asamasimin ¢iktis1 asagidaki gibi
olacaktir:

Meslek Ozellik Vektorii M; = [mi, ma, ..., my]

Uygunluk Skorlama Motoru

Aday ozellikleri ve meslek ozellikleri aciga cikarildiktan
sonra her aday i¢in meslege dayali skorlar elde edilir. Aday
ozellikleri her bir adayin meslek faktorlerine kars1 verdigi cevabi
icerir, meslek Ozellikleri ise her bir faktor icin meslegin o faktore
verdigi agirlik seklinde sunulur.

Aday ve meslek arasindaki eslesmelerde agirlikli kosiniis
benzerligi ya da Oklid mesafesi gibi uzaklik tabanli ydntemler
kullanilabilir. Eslestirmede kural tabanli yontemi kullanimi ya da
makine Ogrenmesi yontemlerinin  kullanimi  da  miimkiin
olabilecektir.

Aday-meslek-skoru = similarity(A, M;) gibi verilebilir. A
aday oOzelliklerini M; ise bir meslek i¢in meslege dair agirlik
bilgilerini tutmaktadir.

Siralama ve eslestirme
Her aday i¢in tiim mesleklere dayal1 skorlar hesaplanir:

Aday X — {Skor X Miihendis, Skor X Ogretmen, ...,
Skor X Eczaci}
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Daha sonra en yiiksek skorlar siralanir ve esik deger
uygulanir. En son asamada da meslek dnerileri sunulur. Bu adim i¢in
cikt1 kisisellestirilmis meslek siralamasi olacaktir.

Karar destek ve oneri sistemi

Skorlama sisteminin ¢iktisi olarak adaya sunlar sunulur:

e Enuygun 3 meslek

e Uzak oldugu meslekler

e Uygunluk gerekgeleri (agiklamali)

e QGeligim Onerileri

e Eksik yetkinlikleri tamamlamak i¢in yol haritasi

Ornegin:

“Ogretmenlik icin %78 uygunluk skorunuz var. Sinif
yOnetimi ve iletisim becerisi alanlarinda yiiksek puan aldiniz. Ancak

ders planlama boliimiinde orta seviyedesiniz. Bu alanda gelisim
onerilir.”

Sonug¢

Verinin her alanda artt1g1 giiniimiizde veriler arasinda iligkiler
kurmak klasik yontemlerle miimkiin degildir. Bunun ig¢in veri
madenciligi ve makine 6grenmesi gibi yontemlere ihtiyag¢ vardir. Bu
caligmada egitim alaniyla ilgili 6nemli bir problemin ¢dziimii i¢in
veri madenciligi yontemleri onerilmistir.

Problemin ¢6ziimii eslestirme sisteminin kurulmasiyla
miimkiin olacaktir. Mesleklere talip olan adaylar ve mesleklerin
eslestirilmesi dogru adayin dogru meslege yerlestirilmesinde 6nemli
bir problemi ¢ézecektir. Yerlestirmenin basarisi i¢in aday ve meslek
ozellikleri dikkatli sekilde ele alinmalidir. Bir yandan adaylarin
sahip oldugu ozellikler bulunurken diger taraftan mesleklerin

adaylardan bekledigi ozellikler bulunmaktadir. Meslekler ihtiyag
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duyduklar1 aday profilini ¢izmekte ve adaylar da bu profile gore
eslesmelerini 6lgmektedir. Her meslegin her bir 6zellik i¢in kendine
has agirliklart olabilir. Ornegin iletisim yetenegi &gretmenlik
meslegi icin farkli miihendislik i¢in farkli bir agirlikta olabilir.
Adayin iletisim yetenegi ise meslekten bagimsiz olarak bellidir.
Dolayisiyla bir meslek bir 6zellik icin farkli agirlikta isterlere
sahiptir, aday her bir meslek i¢in kendi 6zelliklerini sundugunda
meslek sayisi kadar skor hesap edilecektir.

Sistem igerisinde ne kadar meslek igin profil ortaya
konmussa aday icin o kadar skor elde edilebilecektir. Skor degeri
benzerlik tabanli ise bir aday bir meslege ne kadar uygunsa skoru o
kadar ytiksek cikacaktir. Bunun sonucunda bir skor siralamasi elde
edilerek adaya olast meslekler sunulacak ve bunlar igerisinden
secme imkan1 adaya saglanacaktir.

Sistemin bagaris1 dogru veri girislerine bagli olarak
calisacaktir. Meslekler kendileri igin ihtiya¢ duyulan 6zellikleri ne
kadar iyi tanimlarsa adaylar kendi oOzelliklerini ne kadar iyi
doldurursa o kadar dogru bir eslestirme ve istthdam miimkiin
olabilecektir.
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BOLUM 8

DERIN OGRENMENIN KALP HASTALIKLARI
ALANINDA KULLANIMI

OZGUR TOMAK!

Giris

Diinya Saghk Orgiiti'ne (WHO, 2022) gére tahmini 19,8
milyon kisi kardiyovaskiiler hastaliklardan hayatin1 kaybetti ve bu
say1, kiiresel Olimlerin yaklasik %32'sini olusturmaktadir. Bu
Oliimlerin %85'1 kalp krizi ve fel¢ten kaynaklandi. Bu hastaliklarin
biiyiik bir boliimii, kalbin elektriksel aktivitesinden kaynaklanan
ritim bozukluklar1 yani aritmiler ile iligskilidir. EKG sinyallerinin
dogru yorumlanmasi, aritmilerin erken tespitinde hayati rol
oynar.EKG, kalp kasilirken ve gevserken firetilen -elektriksel
impulslar1 kaydederek ritim, iletim ve miyokardiyal saglik hakkinda
degerli bilgiler saglar. Aritmiler veya diizensiz kalp ritimleri, kalbin
normal elektriksel iletim yollarm1 bozar. Bunlar zararsiz
varyasyonlar olarak veya acil miidahale gerektiren hayati tehdit eden
durumlar olarak ortaya ¢ikabilir. Biiyiik EKG veri setlerinin artan
erisilebilirligi ve yapay zekadaki gelismeler, otomatik aritmi

! Dr. Ogretim Uyesi, Miihendislik Fakiiltesi, Giresun Universitesi, Bilgisayar

Miihendisligi Boliimii, Giresun, Tiirkiye, Orcid: 0000-0003-2993-6913
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tespitini 6nemli dlgiide iyilestirerek tanisal verimliligi ve dogrulugu
artirmistir. Tibbi teknoloji alanindaki ilerlemeler, kardiyovaskiiler
hastaliklarin erken teshisinde oOlgiilebilir bir iyilesmeye yol
acmistir.Saghgi izlemek i¢in tasarlanan yeni teknoloji sayesinde
bir¢ok insanin hayatin1 kurtarmak miimkiindiir. Son zamanlarda,
artan veri miktari, yeni donanim ve algoritmalar ile derin 6grenme,
biyomedikal sinyallerin analizinde kullanilmakta ve faydal
bulunmaktadir.

Aritmi

Aritmi, kalbin elektriksel iletim sistemindeki bozukluklar
sonucu ortaya ¢ikan ve kalp atim diizeninde anormalliklere neden
olan klinik bir durumdur. Kardiyolojinin en 6nemli ve yaygin
karsilagilan problemlerinden biri olan aritmiler, asemptomatik hafif
formlardan hayati tehdit eden ciddi durumlara kadar genis bir
yelpazede goriilebilmektedir. Aritmilerin erken teshis edilmesi
sayesinde pek cok hayat kurtarilabilecektir. Bu siirecte doktorlarin
aritmileri dogru ve kisa zamanda teshis etmesine yardim edebilecek
otomatik teshis sistemlerine ihtiyac vardir.

Saglikli bir kalpte, elektriksel uyari sinoatriyal (SA)
diigiimde baslar ve belirli bir yol izleyerek tiim kalp kasina yayilir.
Bu iletim sirast su sekildedir: Sinoatriyal digim —
Atriyoventrikiiler diigiim — His demeti — Sag ve sol dal demetleri
— Purkinje lifleri

Aritmi  Gelisim Mekanizmalarina bakarsak: Anormal
Otomatisite, kalp hiicrelerinin normalden farkli depolarizasyon
ozellikleri gostermesidir. Tetiklenmis Aktivite, erken veya gecikmis
afterdepolarizasyonlar seklinde ifade edilebilir. Re-entry (Girisim)
Mekanizmalar1  ise  elektriksel —uyarmin  dairesel  yollar
olusturmasidir. Son olarak iletim Bloklari, iletim sistemindeki kismi
veya tam tikanikliklar olarak tanimlanabilir.
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Sekil 1’de normal EKG yapis1 goriilmektedir. Sekildeki
analiz, EKG’deki tipik grafik-kagit sunum formatin1 kullanmaktadir.
EKG kagidi ayarlanirken genellikle hiz1 25 mm/s olacak sekilde
ayarlanir. Sekildeki kutu boyutu 1 mm?*dir. Yani her kutu 0.04
saniyeye karsilik gelir. Sekil 2°de EKG'de bulunan farkli dalgalar
gosterilmistir. EKG kaydindaki farkli dalga konumlar1 P, Q, R, S, T
ve U harfleriyle isaretlenmistir. (Goldberger, Goldberger & Shvilkin,
2017: 45)

Sekil 1. Normal EKG kaydi
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Kaynak: (Goldberger, Goldberger & Shvilkin, 2017: 45)
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Sekil 2. EKG'de bulunan farkli dalgalar
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Kaynak: (Goldberger, Goldberger & Shvilkin, 2017: 45)

Bu Konuda Yapilmis Calismalar

Jun & ark., tarafindan EKG sinyallerinden prematiire
ventrikiiler kasilma (PVK) atimlarini tanimak i¢in bir derin sinir ag1
Onerilmistir. Bu derin sinir ag1 tasarimi, 6 gizli katmana sahiptir ve
normal ve PVK atimlar1 arasinda smiflandirma yapmak igin
EKG'lerden ¢ikarilan 6 6zellik kullanilarak egitilmistir. (Jun & ark.,
2016: 860)

Kiranyaz, Ince & Gabbouj,, MIT-BIH aritmi veritabani ile 1-
boyutlu Evrigimli Sinir Aglar1 (ESA) siniflandirict uygulamistir. Bu
mimari, sirasiyla %97.6 ve %99 dogrulukla supraventrikiiler ektopik
attimlar1 (SVEB) ve ventrikiiler ektopik atimlar1 (VEB) tespit
edebilmistir .(Kiranyaz, Ince & Gabbouj, 2015: 666)
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(Pourbabaee, Roshtkhari & Khorasani, tarafindan normal
atimlar1 ve paroksismal atriyal fibrilasyonu (PAF) siniflandirmak
icin ham EKG sinyallerinden 6zellik ¢ikarmak iizere bir derin ESA
egitilmistir. (Pourbabaee, Roshtkhari & Khorasani, 2016: 5059)
Boyle bir agin derinliginin artirilmasi, biiyiikk bir veri seti ile
hesaplama maliyetini artiracaktir.

Tajbakhsh & ark., ince ayar ile aktarim Ogrenmesinin
dezavantajlara ¢6ziim sagladigini ve sinirh veri ile derin 6grenmeyi
miimkiin kildigin1 gdstermistir. Aktarim 6grenmesinde, Onceden
egitilmis bir derin ESA goreve adapte edilmis ve 6zellik ¢ikarmak
icin kullanilmistir. (Tajbakhsh & ark., 2016: 1300)

Zhang & ark., hastaya ozgii bir EKG smiflandirict
onermistir. SVEB ve VEB atimlarini tespit etmede daha iyi bir
dogruluk iddia etmislerdir. Bu siniflandirici, bir kiimeleme teknigi
ve tekrarlayan sinir aglarina dayanmaktadir ve sirasiyla %99.3 ve
%99.7 dogrulukla SVEB ve VEB'leri tespit etme performansina
ulasmistir. (Zhang & ark., 2017: 64)

Zabihi & ark., rastgele orman smiflandiricisina dayali elle
secilmis Ozellik se¢cimi ve ¢ikarim yontemi Onermistir. (Zabihi &
ark., 2017: 2)

Rajkumar, Ganesan & Lavanya tarafindan Derin Ogrenme
kullanan bir EKG sinyal siiflandirma yaklagimi gelistirilmistir.
ESA, MIT-BIH Veritabani'ndan elde edilen veri seti kullanilarak
egitilmis ve test edilmis ve sinyalden yedi aritmi sinifi
simiflandirilmisti.  ELU  aktivasyon  fonksiyonunun  %93.6
dogrulukla daha iyi sonuglar verdigi bulunmustur. (Rajkumar,
Ganesan & Lavanya, 2019: 366)

Wang ve arkadaglar1 EKG sinyallerini iki boyutlu goriintiiler
seklinde smiflandirmiglardir. ResNet ve DenseNet aglarini
kullanilarak  yapilan c¢alismada, goriintii isleme yoOntemleri
kullanilarak yapilan smiflandirilmanin sonucunda daha yiiksek
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degerde dogruluk basarilarina ulastifi goriilmiistiir (W. Wang &
Najafizadeh, 2022).

Ahmed & ark., kardiyak aritmilerin siniflandiriimasinda
MIT-BIH veri setinden alinan verileri kullanmistir. Model
performansi degerlendirilmis, model dogrulugu, kesinlik, duyarlilik,
F1 skoru, ortalama ve AUC-ROC ig¢in karmasiklik matrisi
kullanilmistir. Deney sonuglari, modelin egitim ve test veri
setlerinde sirasiyla 1.00 ve 0.99 dogruluklar ile bir performans elde
ettigini ve aritmi teshisi i¢in otomatik ve hizli bir alternatif
olabilecegini gostermistir. (Ahmed & ark., 2023: 562)

Reznichenko, Whitaker, & Zhou, PhysioNet Kardiyoloji
Yarismast 2020'den halka agik bir veri seti kullanmistir. Derin
o0grenme yaklasimi i¢in, her EKG kanalindan 6zellik ¢ikarmak tlizere
bir ESA egitilmis ve bu 6zellikler daha sonra siniflandirma igin bir
ileri beslemeli sinir agna beslenmistir. Geleneksel makine
Ogrenmesi yaklasiminda ise, elle ¢ikarilan 6zellikler kullanilarak bir
rastgele orman simiflandirict kullanilmistir. Her iki yontem i¢in de,
ozyinelemeli 6zellik eleme yoluyla optimal EKG kanali alt kiimeleri
belirlenmistir. (Reznichenko, Whitaker, & Zhou, 2025)

Derin  Ogrenmenin  Saghk Alamindaki Arastirmalarda
Kullanimi

Saglik hizmetlerinde dijitallesmenin hiz kazanmasiyla
birlikte son yillarda cesitli tibbi testlerin bilgisayar ortaminda
kaydedilmesi ve uzun siireli arsivlenmesi miimkiin hale gelmistir.
Hastanelerden laboratuvarlara kadar genis bir yelpazede elde edilen
veriler; goriintileme sonuclari, genom dizileri, biyomedikal
sinyaller ve hasta ge¢misi gibi ¢ok cesitli veri tiirlerini igermekte ve
giderek biiyliyen “biiyiik veri” yapilar1 olusturmaktadir. Bu zengin
veri cesitliligi, derin 6grenme modellerinin gerektirdigi yiiksek
hacimli ve kapsamli veri kiimelerine ulagsmay1 kolaylastirmistir. Ayni
zamanda CPU-GPU birlikte kullanimina olanak taniyan modern
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donanimlar ve Google, Amazon gibi kuruluglarin sundugu bulut
tabanli hesaplama servisleri, bu modellerin egitimine duyulan
yiiksek islem giicti ihtiyacini biiyiik 6l¢iide karsilayabilmektedir.

Elde edilen biiyiik 6lgekli biyomedikal veriler, baslangicta
yalnizca temel istatistiksel yOntemler veya geleneksel makine
O0grenmesi algoritmalariyla analiz edilirken, son yillarda derin
O0grenme yoOntemlerinin sagladigi performans ve otomatik 6zellik
cikarimi yetenekleri nedeniyle biyoenformatik alaninda yaygin
sekilde kullanilmaya baslanmistir. Derin 6grenmenin hizli yiikselisi,
esasen li¢ temel unsurun birlesimiyle miimkiin olmustur: biiyiik
verinin erisilebilirligi, paralel islem kapasitesi saglayan modern
donanimlar ve yiiksek performansli 6grenmeyi miimkiin kilan
gelismis egitim algoritmalari.

Bu gelismeler, saglik alaninda c¢esitli yapay zeka
uygulamalariin ortaya c¢ikmasini saglamistir. Ornegin IBM’in
gelistirdigi Watson for Oncology, hastaya 6zgii tibbi verileri analiz
ederek klinisyenlere tedavi segenekleri konusunda Oneriler
sunmaktadir. (Ferrucci & ark., 2010: 65) Google DeepMind
tarafindan gelistirilen AlphaGo sisteminin basarisinin ardindan,
sirket biinyesinde DeepMind Health adl1 birim kurulmus ve tibbi
goriintiileme ile klinik karar destek sistemlerine yonelik ileri seviye
yapay zeka ¢aligsmalar1 hiz kazanmistir. (Silver & ark., 2016: 485)

Derin 6grenme modellerinin egitimi, katmanlara ait
agirliklarin optimizasyonuna dayanir. Egitim siireci ileri yayilim,
kayip fonksiyonunun hesaplanmasi, geri yayilim, agirlik
giincellemeleri asamalarindan olusur:

Ileri yayilm : Girdi veri katmanlar boyunca ilerletilir ve
tahmin tretilir.

Kayip fonksiyonunun hesaplanmasi: Uretilen tahmin ile
gercek etiket arasindaki hata olciiliir.
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Geri yayilim: Hata sinyalleri katmanlar boyunca geriye
dogru iletilir ve her agirhigin gradyam hesaplanir (Hecht-Nielsen,
1989).

Agirlik giincellemeleri: SGD ve varyantlar1 (momentum,
Adam vb.) kullanilarak parametreler giincellenir. (Bottou, 1991: 12)

Asir1 6grenmenin Onlenmesinde dropout gibi yontemler
kullanilmaktadir.

Derin 6grenme, biiyiik veri ve yiiksek islem giiciiniin
birlesimiyle biyoinformatikte devrim niteliginde gelismeler
saglamistir. Genomikten proteomik analizlere, tibbi goriintiillemeden
biyomedikal sinyal isleme uygulamalarina kadar genis bir alanda
yiiksek basar1 elde eden bu yontemler, gelecekte klinik karar destek
sistemlerinin temel bilesenlerinden biri héline gelmeye adaydir.
Bununla birlikte agiklanabilirlik, giivenilirlik ve etik uygulamalar
derin Ogrenme sistemlerinin biyomedikal alanda yaygin olarak
benimsenmesi i¢in Onemli arastirma alanlari olmaya devam
etmektedir. Bu alanda yapilan calisma sayist her gecen giin
artmaktadir. Bdylece bu konu hakkinda ¢ok hizli gelismeler
gérmemiz miimkiindiir.

Evrisimli Sinir Aglan

Evrisimli Sinir Aglari, derin 68renme paradigmasinin en
basarili ve yaygin uygulama alani bulan mimarilerinden biridir.
Goodfellow, Bengio & Courville, tarafindan belirtildigi {izere,
ESA'larin temel ayirt edici 6zelligi, geleneksel matris ¢arpimi yerine
en az bir katmanda konvoliisyon operatoriinii kullanmalaridir.
(Goodfellow, Bengio & Courville, 2016: 150) Bu yap1, biyolojik
gorsel sistemden ilham alinarak gelistirilmis olup, 6zellikle gorsel
veri isleme ve bilgisayarli gorii uygulamalarinda olaganiistii
basarilar sergilemistir.
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ESA mimarisi, memeli beyninin gorsel korteksindeki
hiyerarsik bilgi isleme mekanizmalarini taklit etmektedir. Gorsel
uyaranlar, retinadan birincil gorsel kortekse dogru ilerledikge,
noronlarin alic1 alanlar1 giderek genislemekte ve islenen 6znitelikler
karmagiklasmaktadir. O'Reilly, Munakata, Frank & Hazy, bu siireci
su sekilde aciklamaktadir: (O'Reilly, Munakata, Frank & Hazy,
2012: 45)

Birincil Gorsel Korteks Seviyesi: Basit 6znitelik dedektorleri
(yonlendirilmis kenarlar, koseler)

Orta Seviye Gorsel Bolgeler: Temel 06zniteliklerin
birlesiminden olusan sekil primitifleri

Ust Diizey Gorsel Bolgeler: Karmasik nesne tanima ve
siniflandirma birimleri

Bu hiyerarsik organizasyon, ESA'larda katmanlar arasi
ilerledik¢e Ozniteliklerin soyutluk seviyesinin artmasi seklinde
modellenmistir.

Agirlik paylasimi mekanizmasi, ESA'larin ayni1 kapasiteye
sahip tam baglantili aglara kiyasla ¢ok daha az parametreyle
caligmasini saglar. Bu durum egitim siiresinde 6nemli kisaltma,
bellek gereksiniminde azalma ve asir1 6grenme riskinde disiisi
saglar. Teorik olarak, yeterli kapasiteye sahip bir tam baglantili sinir
ag1 ESA ile esdeger performans sergileyebilir. Ancak pratikte, daha
fazla parametre, optimizasyon zorlugunda artis, egitim giiriiltiisiine
duyarlhilik ve genelleme performansinda diisiise neden olur.

ESA'lar, gorsel algilamada sekil degisiklikleri ve geometrik
bozulmalara karsi dogal dayanmiklilik sergiler. Bu 6zellik, agirlik
paylasimi ve yerel baglanti prensipleri sayesinde, Ozniteliklerin
uzaysal konumdan bagimsiz olarak Ogrenilmesinden kaynaklanir.
ESA, derin 6grenmenin temel taslarindan biri olarak, hem teorik
saglamlik hem de pratik uygulanabilirlik agisindan 6ne ¢ikmaktadir.
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Biyolojik gorsel sistemden esinlenen mimarisi, parametre
verimliligi ve uzaysal degismezlik 6zellikleri, ESA'lar1 gorsel veri
isleme i¢in ideal kilmaktadir. Siiregelen aragtirmalar, bu mimarilerin
sinirlamalarini agsmaya ve yeni uygulama alanlar1 gelistirmeye
devam etmektedir.

ESA mimarisi secildikten sonra, belirlenecek pek cok
parametre (baslangi¢ degerleri, 6grenme orani, gizli birimler sayisi,
katman sayis1 gibi) vardir. Bunlarda yapilacak degisiklikler sonucu
etkileyebilir. Derin 6grenme siirecini hizlandirmak amacindaki
yaklagimlar ii¢ gruba ayrilabiliriz. Bunlar ise gelismis optimizasyon
algoritmasi, dagitilmis ve de paralel olan bilgi islem ve de 6zel
donanimlardir. Sekil 3’de el ile yazilan rakamlarin taninmasinda
kullanilan LeNet-5 ag1 goriilmektedir.

Sekil 3. LeNet-5 agi

. ) C3 16@10x10
GiRis OZELLIK HARITALARI S4: 16@5%5

ey 6@28x28 -
6@14x14

TAMBAGLANTI GAUSS BAGLANTISI
i TAMBAGLANTI
EVRISIM ALT ORNEKLEME EVRISIM ALT ORNEKLEME

Kaynak: (LeCun & ark., 1998: 2280)

Evrisim Katmam

Evrisim katmanlari, girdilerinin (6rnegin, goriintiiler veya
Oznitelik haritalar1) birden fazla uzamsal iligskisinden yararlanir.
Evrigim siireci, seyrek etkilesimler, parametre paylasimi ve esdeger
temsil olarak adlandirilan ve bir makine ©6grenme sistemi
gelistirmeye yardimci olabilecek ii¢ fikri destekler. (Goodfellow,
Bengio & Courville, 2016: 150) Bir filtrenin evrisiminin girdi ve
ciktisina aktivasyon haritas1 veya Oznitelik haritas1 denir.

Katmandaki her filrenin olusturulan Oznitelik haritas1 vardir ve
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beraber ¢iktinin derinligini belirlerler. Aktivasyon haritasinin
boyutu, girdi, filtre boyutuna ve de adima baghdir. Oznitelik
haritasina ait birimler ayn1 parametreleri paylasir, bu parametre
paylasimiyla bellek tasarrufu saglanir. (LeCun & ark., 1998: 2280)
Evrigim, Denklem 1'de gosterildigi gibi hesaplanir. Burada, sinyal y
ile, filtre f ile, y'nin eleman sayis1 N ile ve ¢ikt1 vektorii x ile temsil
edilir.

Xn = legz_ll Vicfn—k (1

ESA modeli, geri yayilim teknigi kullanilarak egitilir.
Sonraki katman ise ndronuna ait girdi haritasi, ileri yayilimda,
Denklem 2'deki gibi, dnceki katmanin ndronlarina ait ¢ikt1 haritalart
ile bireysel bolgesel evrisimin birlestirilmesiyle elde edilir.
(Kiranyaz, Ince & Gabbouj, 2015: 666)

xk = bt + YN conv2D(wh L st )

Buradaki conv2D sinir noktalarda sifirla doldurma
yapilmayan diizenli 2 boyutlu konvoliisyondur, x} girisimizdir,
bl ise tabaka I'nin kth norondaki sapmadir, s~ 1-1 katmaninda ith
noéronuna ait ciktidir, wj; ! tabaka 1-1'in i’inci noronundan, |

tabakasina ait k’inci néronun agirligidir.

Diizeltilmis Dogrusal Birimler (ReLLU)

ReLU fonksiyonu, f(x) = max(0,x) uygulayarak dogrusal
olmayan 6zelligi ¢cogaltir. Bu noktada, negatif girdi degerleri sifira
diizeltilir. Ag, doygunluk fonksiyonlari kullanarak f(x) = tanh(x)
gibi doygun olmayan fonksiyonlardan ¢ok daha hizli ¢alisabilir ve
sistem bu katmanin kullanimiyla daha hizli 6grenir. Denklem 3'te
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gosterildigi gibi, negatif sayilarda kiiglik, sifirdan farkli a egimi
kullanilabilir.

x, x>0
fl) = {ax, diger durumlar 3)

Havuzlama Katmani

Hacmin dogrusal olmayan orneklemesi, onceki katmanin
ciktisindaki dikdortgen alanlardaki ortalama veya maksimum
degerleri orneklemek icin havuzlama katmaninda kiigiik filtreler
kullanilarak yapilir. Havuzlama ile boyut, parametre ve hesaplama
miktarini azaltmak ve asir1 uyumu 6nlemek i¢in kii¢iiltiiliir.

Tam Bagh Katman

Bu katmandaki noronlar, oOnceki katmanlarin tim
aktivasyonlarina tamamen bagimlidir. Matematiksel anlamda 6nceki
Oznitelik katmanina ait agirlig1 toplar, belirli bir ¢iktinin sonucunu
belirlemede bilesenlerin karigimini gosterir.

Dropout Katmam

Aga ait gizli katmanlarm indeks degeri € {1,. . . ,L-1}.
seklindedir. 1 katmanma girdi vektorleri z(, 1 katmanindan cikt:
vektorleri ise y®, 1 katmamndaki agirhiklar W® | 1 katmanindaki
sapmalar da b®® olarak tammlanir. Eger f aktivasyon fonksiyonuysa,
standart sinir agina ait ileri besleme Denklem 4 ve 5'te tanimlandig:
gibi olabilir (Srivastava, Hinton, Krizhevsky, Sutskever &
Salakhutdinov, 2014).
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Z-(Hl) — W_(l+1)yl+bi(l+1) 4)

l l

yH = fzM) (5)

Tam baglh katman parametrelerinin ¢ogu kapsandigindan,
asir1 miktarda uyum egilimindedir. Asir1 miktarda uyumu azaltmanin
bir yontemi Dropout'tur. Her egitim kademesinde, bireysel
diigiimlerin agdan kaldirma olasiligi 1-p’dir veya p olasilikla da
tutulur, boylece indirgenmis bir ag kalir. Kaldirilan diigime giden ve
de gelen kenarlar kaldirilir. Bu asamada, yalnizca indirgenmis ag
verileri ile egitim yapilir. Dropout, asir1 uyumu azaltir.

Softmax

Genelde, agin son katmani, simiflandirma amacini
gerceklestiren softmax fonksiyonudur. Olasilikta, kategorik bir
dagilim, softmax fonksiyonunun ¢iktisiyla temsil edilebilir. (Bishop
& Nasrabadi, 2006: 738) Cok terimli lojistik regresyonda ve
dogrusal ayirta¢ analizinde, fonksiyonun girdisi K'nin farkli
dogrusal fonksiyonlarmin sonucudur ve bir 6rnek vektorii x ve j
sinifi i¢in bir agirlik vektorii w'nun tahmin edilen olasilig1 Denklem
6'daki gibidir. Bu, K dogrusal fonksiyonunun ve softmax
fonksiyonunun birlesimi olarak goriilebilir. Fonksiyon, w ile
vektorlerin ve x tarafindan tanimlanan bir dogrusal operatoriin
uygulanmasina esdegerdir.

Ty .
xwj

P(y = jlx) = ——7 (6)
> e

k=1 J

Geometrik anlamda, softmax kosegen boyunca sabit

yapidadir.  Toplam  sifir  olarak  varsayilldiginda  girisin
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normalizasyonu yapilir. Sonrasinda softmax sifir olan noktalarda
hiper diizlemi alir. Softmax Ol¢eklendirme durumunda degismez
degildir. Bu siire¢ denklem 7°de gdsterilmistir.

er+C er.eC

G(Z +j)j = ZK ezj+c = ZK eZJ o€ = O-(Z)j (7)

k=1 k=1

Ornek Evrisimli Sinir Ag1 Mimarisi

Derin 6grenmeyi kullanirken, tiim veriyi bir seferde
ogrenmek ve islemek, bellek kullanim1 veya zaman nedeniyle zorlu
bir istir. Geri yayilim ve geri gradyan degerleri hesaplanir ve agirlik
degerleri 6grenme asamasinin her tekrarinda giincellenir. Hesaplama
kademesinde ne kadar ¢ok veri olursa, hesaplama ise o kadar uzun
stirecektir. Bu nedenle, veriyi kii¢lik parcalara boliip ve bu kiigiik
parcalarda 6grenme yapilir. Sekil 4’de ESA kullanarak EKG sinyali
siiflandirmast blok yapi olarak verilmistir.

Yapilan 6rnek ¢aligmada St. Petersburg Kardiyoloji Teknigi
Enstitlisti'ne ait 12 kanalli olan aritmi veri tabani kullanilmigtir. Bu
veri tabaninda 32 tane Holter kayitlarindan elde edilen 75 agiklamali
kayit bulunmaktadir. Her kayit 30 dakika uzunlugundadir ve 257
Hz'de 6rneklenmistir. 12 standart kanal igermektedir. (Goldberger &
ark., 2000: 217) Hastalarda kalp pili bulunmamaktadir. En ¢ok
goriilen aritmi ventrikiiler ektopik atimdir.

Onisleme asamasinda ilk olarak detrend fonksiyonu
kullanilmis ve dogrusal egilim ortadan kaldirilmistir. Dogrusal
olmayan egilimse sinyalimize diisiik derecede bir polinom
eklenmesi ve ¢ikarilmasi yontemiyle giderildi. Taban diizeltmesi,
yani sinyalin ortalamasinin, sinyalden ¢ikarilmasi durumu Denklem
8’de verilmistir.
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Sinyaltemel cizgi dizeltmesi = Sinyal - ortalama( Sinyal) (8)

Sekil 4. ESA kullanarak EKG sinyali siniflandirmast

» Evrisim

RELU

Genlik

v

Zaman Havuzlama

Tam Bagh
Katman

Dropout

Softmax

Ornek mimari, carpma ve toplama gerektiren bir boyutlu
evrigim iglemleri gerektirir. 257 Hz'de 6rneklenen EKG sinyalleri,
her R-R araliginda pargalanir ve ESA yapisina bir giris olarak verilir.
Pan Tompkins Algoritmasi sinyalldeki QRS kompleksini saptayan
ger¢ek zamanlh bir yontemdir. (Pan & Tompkins, 1985: 230) ESA,
basit ancak etkili bir yaklagim olan Momentumlu Stokastik Gradyan

Inisi kullamilarak optimize edildi. Momentum ile olasiliksal
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azalmadaki salimimlar azaltilarak tutarli ve hizli bir optimizasyon
yapilabilir. Evrisim ¢ekirdek katmaninin boyutu 5'tir. Parametreler
geri yayilim ile glincellenir. Giincellenirken ters yonde tiirev alinarak
fark bulunur. Bu deger daha sonra 6grenme orani ile carpilir. Yeni
deger, bulunan degerin agirlik parametrelerinden ¢ikarilmasi ile
hesaplanir. Burada kullanilan 6grenme orani sabit bir deger
olan 3e~> 'tir. Tam bagl katmanin néron sayis1 40'tir. Grup boyutu
64'tiir. Tam baglh katmandaki dropout oran1 0.80'dir. Girdi i¢in Z-
skoru normalizasyonu kullanildi. Dogrulama kaybi 20 epoch
boyunca diismeyi biraktiginda egitimi durdurmak icin karar verme
kriteri kullanildi. Modelin dogruluk egrisi 10. epoch sonrasi
doygunluga ulagmaktadir. Egitim ve test setlerimiz %30 ve %70
oraninda ayrildi. ESA mimarimizin dogrulugu %90.7'dir. ESA
mimarisinin dogruluguna ait grafik Sekil 5'de verilmistir.

Performans 6lgmek i¢in dogruluk, hassaslik ve 6zgiinliik
degerleri kullanilmustir.. TP (True Positive) gergek pozitif degerini,
FP (False positive) yanlis pozitif degerini, TN (True negative) gergek
negatif degerini ve FN (False negative) yanlis negatif degerini ifade
eder. (Tomak, 2025: 98) Dogruluk, duyarlilik, 6zgiinliik ve F1 skor
icin matematiksel ifadeler Denklem 9-12°de verilmistir. Ornek
mimari 0.91 dogruluk, 0.93 duyarlilik, 0.91 6zgiinliik, 0.92 F1 skor
degerine sahiptir.

Dogruluk = % ©)
Duyarlihk = TPZPFN (10)
Ozgiinliik = TI\ITiVFP (11)
.
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Sekil 5. EKG verisini ozellik olarak kullanan ESA mimarisinin
dogrulugu

o8 /

LLE
0.4 4

bl - Gecerli Dogruluk

Egitim Dogrulugu

L]

0 20 40 &0 Bl i

Model; evrisim, havuzlama, dropout ve tam baglh
katmanlarindan olusan standart bir yap1 temelinde, Z-skoru
normalizasyonu ve momentum tabanli stokastik gradyan inisi
kullanilarak optimize edilmistir. Dogrulama kaybimin 20 epoch
boyunca azalmasmin durmasina iligskin erken durdurma kriteri ile
asirt uyumun Oniine ge¢ilmeye calisilmistir. Elde edilen sonuglar,
modelin %90.7 dogruluk oranina ulagtigin1 gostermektedir. Yiiksek
kapasitelere sahip aglar ve biiyiik veri setleriyle calisan s6z konusu
yaklagimlar, egitimi zorlagtiran Onemli hesaplama maliyetleri
gerektirmektedir. Bu baglamda, bu ¢alismada kullanilan model daha
diisiik parametreli bir mimari ile rekabet¢i bir performans
sergilemistir. Modelin tasariminda kullanilan dropout orani tam
bagli katmanda asir1 uyumu azaltmayr hedeflemistir. Derin
ogrenmede, dropout’un %40-80 araliginda kullanilmasi sik tercih
edilen bir uygulama olup, farkli degerlerin sistematik olarak
denenmesi performans artisi saglayabilir. Tiim siire¢ parametrelerin
degisik degerler ile denenmesiyle gelistirilebilir ve daha iyi
performansa ulasilabilir.
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BOLUM 9

BILiSIM SISTEMLERINDE DERIN OGRENME
TABANLI ONERI VE KESTIRIM SISTEMLERI:
DURUM DEGERLENDIRMESI VE GELECEK
EGILIMLER

BURCU CARKLI YAVUZ!
Giris
Bilisim sistemleri, kurumsal ve bireysel karar verme
stire¢lerinin merkezinde yer alan, biiylik hacimli ve cesitli veri
akiglarin1 yoneten yazilim ve donanim bilesenlerinden olusan
karmasik yapilardir. Islemsel kayitlar, kullanic1 etkilesim verileri ve
cevresel sensor Olglimleri gibi ¢ok farkli veri kaynaklari, hem
mevcut durumu izlemek hem de gelecege yonelik tahminlerde
bulunmak i¢in temel birer girdi haline gelmistir (Laudon & Laudon,
2022). Bu baglamda, oneri sistemleri ve kestirim (tahmin) sistemleri,
bilisim sistemlerinin lirettigi veriyi katma degere doniistiiren baslica
analitik bilesenler olarak one ¢ikmaktadir.

Oneri sistemleri, kullanicilara kisisellestirilmis {iriin, hizmet
veya igerik Onermek amaciyla gelistirilen ve Ozellikle e-ticaret,

! Dr. Ogr. Uyesi, Sakarya Universitesi Bilgisayar ve Bilisim Bilimleri Fakiiltesi,
Bilisim Sistemleri Miihendisligi Boliimii, Orcid: 0000-0003-4089-024X
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cevrimi¢i medya platformlari, egitim ve sosyal ag uygulamalarinda
yaygin olarak kullanilan araglardir (Ricci, Rokach, & Shapira,
2015). Kestirim sistemleri ise, talep miktari, kullanici trafigi, ariza
olasiligy, trafik yogunlugu veya enerji tikketimi gibi gelecege doniik
nicel degiskenlerin énceden tahmin edilmesini hedefler (Hyndman
& Athanasopoulos, 2018). Geleneksel olarak bu sistemler
istatistiksel modelleme ve klasik makine 6grenmesi yontemleri ile
tasarlanmistir. Ancak veri hacminin, boyutunun ve cesitliliginin
artmasi, iliskilerin dogrusal olmayan ve zaman bagimli yapilar
sergilemesi, bu geleneksel yaklasgimlarin smirlarint  goriiniir
kilmustr.

Derin 6grenme, ¢ok katmanl yapay sinir aglar1 araciligiyla
veriden otomatik temsil (representation) 0grenebilen ve ozellikle
yiiksek boyutlu, yapilandirilmamis verilerde (metin, goriintii, ses
vb.) giiclii performans sergileyen bir yontem ailesi olarak, 6neri ve
kestirim uygulamalarinin niteligini énemli dl¢lide doniistiirmiistiir
(LeCun, Bengio, & Hinton, 2015). Kullanict ve 6ge (item) gomme
(embedding) vektorlerinin, sirali kullanict davraniglarinin ve zengin
baglamsal bilgilerin ayni anda modellenebilmesi, derin 6grenme
tabanli yontemlerin klasik yaklasimlara kiyasla genellikle daha
yiksek dogruluk ve esneklik sunmasinm1i miimkiin kilmaktadir
(Zhang, Yao, Sun, & Tay, 2019; Lim & Zohren, 2021).

Bu boliimde, bilisim sistemlerinde derin dgrenme tabanli
oneri ve kestirim sistemlerine biitiinciil bir bakis sunulmaktadir.
Oncelikle 6neri sistemlerinde kullanilan temel kavramlar ve derin
O0grenme mimarileri ele alinmakta, ardindan kestirim ve zaman serisi
problemleri i¢in gelistirilen derin 6grenme tabanli yontemler
tartisiimaktadir. Devaminda, bu modellerin bilisim sistemleri
mimarilerine entegrasyonu ve literatiirden secilmis {ic vaka
caligmast ayrintili bicimde incelenmektedir. Son olarak, performans
ve Ol¢eklenebilirlik gibi pratik zorluklar ile gizlilik, glivenlik ve etik
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boyutlar degerlendirilecek; arastirma bosluklart ve gelecek
calismalara iliskin oneriler sunulacaktur.

Oneri Sistemlerinde Temel Kavramlar ve Derin Ogrenme
Yaklasimlari

1. Oneri Sistemlerinin Rolii ve Temel Kavramlar

Oneri sistemleri, kullanicilarin ilgi alanlarina ve ihtiyaglarina
uygun Uriin, hizmet veya igerigin otomatik olarak segilip
sunulmasin1 amagclayan yazilim bilesenleridir. E-ticaret, ¢cevrimici
medya platformlari, sosyal aglar, egitim sistemleri ve kurumsal bilgi
yonetimi uygulamalart gibi pek ¢ok bilisim sisteminde, kullanici
deneyimini kisisellestirmek, etkilesimi artirmak ve gelirleri
yiikseltmek icin kritik bir rol oynarlar (Aggarwal, 2016). Oneri
sistemleri sayesinde, kullanicilarin karsilastigi  bilgi fazlalig
azaltilmakta, arama maliyetleri diisiiriilmekte ve kullanici ile sistem
arasindaki etkilesim daha verimli hale gelmektedir.

Tipik bir Oneri sistemi senaryosunda ii¢ temel bilesen
bulunur: kullanici, 6ge (item) ve kullanici—6ge etkilesimi. Kullanici—
0ge etkilesimi; tiklama, goriintiileme, satin alma, puan verme,
favorilere ekleme veya igerik lizerinde gegirilen siire gibi farkli
bicimlerde ortaya c¢ikabilir. Bu etkilesimler ¢ogunlukla seyrek
(sparse) bir kullanici—6ge matrisi ya da olay (event) akis1 seklinde
temsil edilir (Adomavicius & Tuzhilin, 2005). Oneri sistemlerinin
temel gorevi, gozlemlenmis etkilesimlerden yola ¢ikarak,
gbzlemlenmemis ancak kullanicinin ilgisini ¢cekme olasilig1 yiiksek
ogeleri ongdrmektir.

2. Geleneksel Oneri Sistemi Yaklasimlar1

Derin 0grenme tabanli yontemlere geg¢isi anlamlandirmak
icin, geleneksel Oneri sistemi yaklasimlarinin kisaca 6zetlenmesi
yararhdir (Ricci ve ark., 2015; Aggarwal, 2016):

e Icerik tabanli filtreleme (content-based filtering):
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Ogeler, icerik dzellikleri (metinsel aciklamalar, kategoriler,
teknik 6zellikler vb.) ile temsil edilir. Kullanici profili, kullanicinin
geemiste etkilesimde bulundugu 6gelerin igerik Ozelliklerinin bir
bilesimi olarak olusturulur. Sistem, kullanic1 profiline igerik
benzerligi yiiksek ogeleri Onermeye calisir. Erken donem
caligmalarda TF—IDF ve bag-of-words gibi temsiller kullanilirken,
daha yakin zamanda kelime ve climle gdomme yOntemleri ile daha
zengin temsil vektorleri elde edilmektedir (Lops, de Gemmis, &
Semeraro, 2011).

e Isbirlik¢i filtreleme (collaborative filtering):

Bu yaklasimda, &gelerin igerik 0Ozelliklerinden ziyade
kullanici—68e etkilesim desenleri kullanilir. “Benzer kullanicilar
benzer Ogeleri tercih eder” veya “benzer Ogeler genellikle ayni
kullanicilar tarafindan tercih edilir” varsayimimna dayanarak
kullanici-temelli veya 6ge-temelli benzerlik hesaplamalari ve matris
ayristirma (matrix factorization) teknikleri uygulanir (Koren, Bell,
& Volinsky, 2009). Kullanicilar ve {irtinler, diisiik boyutlu gizli
(latent) faktor vektorleri ile temsil edilir; bu vektorler arasindaki i¢
carpim ya da benzerlik Olgiitleri, tahmini etkilesim skorlarinin
hesaplanmasinda kullanilir.

e Hibrit yaklagimlar:

Icerik tabanli ve isbirlikci filtreleme yontemlerinin giiclii
yonlerini birlestirmeyi amaclayan hibrit yaklasimlarda, 6rnegin
matris ayristirma modellerinin kullanici/6ge latent vektorleri igerik
ozellikleriyle  zenginlestirilebilir  veya isbirlik¢i  filtreleme
tahminleri, icerik tabanli benzerlik skorlariyla birlestirilebilir
(Burke, 2002).

Bu geleneksel yontemler uzun yillar boyunca basarili
sonuglar elde etmis olsa da, yliksek boyutlu, heterojen ve zaman
bagimli verilerle basa ¢ikma konusunda smirliliklar tagimaktadir.

Ozellikle karmasik kullanic1 davrams kaliplarmi, baglamsal bilgiyi
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ve ¢ok modlu (metin, goriintii vb.) veriyi ayni anda modelleme
gereksinimi, derin 6grenme tabanli Oneri sistemlerine olan ilgiyi
artirmistir.

Sekil 1'de goriildiigii gibi, klasik oneri sistemi islem hatti
basit, verimli ve yorumlanabilir bir yapiya sahiptir; ancak sinirh
ozellik ifade giicii nedeniyle karmasik kullanici davraniglarinm
modellemede yetersiz kalabilir. Buna karsin, derin 6grenme tabanli
islem hatt1 zengin temsiller ve uzun menzilli oriintiileri yakalama
kapasitesi sunmakla birlikte, daha yiiksek karmasiklik ve hesaplama
maliyeti gerektirmektedir.

Sekil 1. Klasik ve derin ogrenme tabanli bir oneri sistemi iglem
hattinin karsilastirilmasi

Derin 6grenme tabanh

Klasik oneri sistemi
oneri sistemi islem hatta

islem hatt:

Ham veri toplama Heterojen ham veri
P (kayitlar, metin, goriintii, grafik)

Y Y

Elle tasarlanms

Temsillestirme Ggrenme
dzellik miithendisligi

(gbmme / embedding)

Y Y

Klasik model Derin model
(igbirlikci / icerik tabanl) (RNN / CNN / Transformer / GNN)
Y Y

Puanlama ve siralama

Oneri listesi

Y
Kigisellestirilmis
tneri listesi

--145--



3. Derin Ogrenme Tabanh Oneri Sistemlerinin Ortaya Cikisi

Derin 6grenme, ¢ok katmanli yapay sinir aglariyla veriden
otomatik ozellik (feature) ve temsil (representation) dgrenebilmesi
sayesinde, Oneri sistemlerinde yeni bir paradigma sunmustur.
Kullanict ve 06gelere iligskin ozelliklerin yani1 sira, kullanicilarin
zaman i¢indeki etkilesim dizileri, baglam (6rnegin zaman, konum,
cihaz tiirli) ve igerik verileri (metin, gorsel, ses) derin sinir agi
mimarileri aracilifiyla ortak bir vektor uzayinda temsil
edilebilmektedir. Boylece:

e daha zengin kullanic1 ve 6ge gdmmeleri,
e dogrusal olmayan ve karmasik iliskilerin modellenmesi,
e zaman bagimli davranis kaliplarinin yakalanmasi

miimkiin olmakta; bu da pek ¢ok uygulamada klasik yontemlere
kiyasla performans artisiyla sonuglanmaktadir (He ve ark., 2017,
Covington, Adams, & Sargin, 2016).

Derin 0grenme tabanli Oneri sistemleri genel olarak su
basliklarda siniflandirilabilir:

e gomme (embedding) tabanli modeller,
e autoencoder ve derin faktorlestirme yaklagimlari,
e sirali (sequence-aware) Oneri sistemleri,

e graf sinir aglar1 (Graph Neural Networks, GNN) ve
Transformer tabanli mimariler (Wu, Sun, Zhang, Xie, &
Cui, 2023; Zhang ve ark., 2024).

4. Gomme (Embedding) Tabanh Modeller

Gomme tabanli yaklasimlarda, kullanicilar ve 6geler, diisiik
boyutlu, yogun (dense) vektorler olarak temsil edilir. Klasik matris
ayristirma yontemlerinin sinir ag1 tabanli genellemesi olarak

goriilebilecek bu modellerde, kullanic1 ve 6ge goémmeleri sinir ag1
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katmanlar1 ile birlikte uctan uca Ogrenilir (He ve ark., 2017).
Ornegin, bir kullanici ve bir dge gdmme vektorii birlestirilerek
(concatenation) veya element bazli ¢carpma/toplama gibi islemlerle
biitiinlestirildikten sonra ¢ok katmanli algilayict (MLP)
katmanlarina beslenir; tahmini etkilesim skoru bu agin ¢iktis1 olarak
elde edilir.

Bu tiir modeller, hem kullanici/6ge kimliklerini hem de
demografik bilgiler, kategori etiketleri ve metin temelli 6zellikler
gibi ek bilgileri ayn1 temsil uzayinda birlestirebilme esnekligi saglar.
Ayrica gdmme yaklagimi, Oneri sistemlerinin arama siralamasi veya
tiklama tahmini gibi diger gorevlerle ortak temsiller ilizerinden
biitiinlesmesine de imkan tanir (Cheng ve ark., 2016).

5. Autoencoder ve Derin Faktorlestirme Yaklasimlar:

Autoencoder tabanli Oneri sistemlerinde, kullanici—6ge
etkilesim vektorleri sikistirma (encoding) ve yeniden yapilandirma
(decoding) siireclerinden gegirilerek, kullanicinin tercih profilini
temsil eden gizli bir vektdor uzayma gomiilir. Kullanicinin
gozlemlenmis etkilesimleri girdi olarak kullanilir; agin ¢iktisinda,
kullanicinin tiim 6gelere yonelik tahmini tercih vektorii elde edilir.
Kayip fonksiyonu, gozlemlenmis etkilesimlerin dogru yeniden
yapilandirilmasini hedefler; boylece ag, kullanici tercihlerinin diisiik
boyutlu ve anlamli bir temsilini 6grenir (Sedhain, Menon, Sanner, &
Xie, 2015).

Derin faktorlestirme (deep factorization) yaklasimlari ise
klasik faktorlestirme yontemlerinin derin ag katmanlar1 ile
zenginlestirilmis hali olarak diisiiniilebilir. Kullanici ve 08e
gdmmelerinin yani sira; etkilesim baglami, cihaz tiirli ve kampanya
bilgisi gibi ek 6zellikler, derin sinir ag1 mimarileri ile islenerek daha
esnek ve ifade giicii yiikksek modeller elde edilir (He ve ark., 2017;
Rendle, 2010).

6. Sirah (Sequence-Aware) Oneri Sistemleri
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Bir¢ok uygulama alaninda kullanic1 davraniglari, bagimsiz
etkilesimlerden ziyade zaman i¢inde gerceklesen etkilesim dizileri
olarak ortaya ¢ikmaktadir. Ornegin, bir kullanicinin bir e-ticaret
platformunda ardigik sekilde inceledigi veya satin aldigi {iriinler,
gelecekte ilgi gosterebilecegi iirlinlere iliskin 6nemli ipuglari
barindirir. Bu nedenle, sirali oneri sistemlerinde hedef, yalnizca
statik kullanici—6ge iliskilerini degil, kullanici davraniglarinin
zaman ig¢indeki evrimini de modellemektir (Quadrana, Cremonesi,
& Jannach, 2018).

Derin 6grenme baglaminda, sirali Oneri sistemleri igin
siklikla kullanilan mimariler:

e Tekrarlayan sinir aglar1 (RNN, LSTM, GRU):

Kullanicinin gegmis etkilesim dizisi bir zaman serisi olarak
ele almir ve her adimda giincellenen gizli durum vektorleri
araciligiyla gelecekteki etkilesimler tahmin edilir. LSTM ve GRU
gibi kapili yapilar, uzun bagimliliklarin modellenmesinde avantaj
saglar (Hidasi, Karatzoglou, Baltrunas, & Tikk, 2016).

e Konvoliisyonel yaklagimlar (CNN/TCN tabanl):

Zaman ekseni lzerinde kayan pencereler ve filtreler
kullanilarak kisa ve orta vadeli davranis kaliplar1 yakalanabilir.
Ozellikle ¢ok sayida kisa oturumdan olusan veri setlerinde etkilidir
(Tang & Wang, 2018; Bai, Kolter, & Koltun, 2018).

e Transformer tabanli sirali 6neri modelleri:

Dikkat (attention) mekanizmasi, kullanicinin gegmis
etkilesim dizisindeki 6geler arasindaki iligkileri esnek ve konumdan
bagimsiz bicimde modellemeye olanak tanir. Bu sayede, uzun
dizilerdeki wuzak bagimlhiliklarin yakalanmasi kolaylagsmakta,
paralellestirilebilir yap1 sayesinde de egitim verimliligi artmaktadir
(Kang & McAuley, 2018; Sun ve ark., 2019; Petrov & Macdonald,
2024).
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Sirali 6neri sistemleri, oturum (session) tabanlt oneriler, kisa
stireli kampanyalar, icerik akislar1 ve ger¢ek zamanl etkilesimlerin
yogun oldugu senaryolarda oOnemli performans kazanimlari
sunmaktadir (Quadrana ve ark., 2018).

7. Graf Tabanh ve Hibrit Derin Ogrenme Yaklasimlari

Son yillarda, kullanici—-68e etkilesimlerinin ve &geler
arasindaki iligkilerin dogal olarak bir grafik yapisi olusturdugu
fikrinden hareketle, graf sinir aglar1 (Graph Neural Networks, GNN)
tabanli Oneri sistemleri Onem kazanmistir. Bu yaklagimlarda
kullanicilar ve Ogeler diiglimler; aralarindaki etkilesimler veya
iliskiler ise kenarlar olarak modellenir. GNN mimarileri araciligiyla,
graf tizerinde komsuluk bilgisi ¢coklu gecisler boyunca birlestirilerek
zengin kullanici ve 6ge temsilleri elde edilir (Wu ve ark., 2023).

Metin, gorsel ve ses gibi cok modlu igeriklerin derin 6grenme
ile islenmesi ve bu temsillerin 6neri modellerine entegre edilmesiyle
olusturulan hibrit derin 6grenme tabanli oneri sistemleri, 6zellikle
icerik  zenginligi yiiksek alanlarda (Ornegin dijital
platformlari) 6nemli bir aragtirma alani olusturmaktadir (Zhang ve
ark., 2019).

medya

Tablo 1, bu boliimde ele alinan baglica derin 6grenme
mimarilerini 6zetlemektedir.

Tablo 1. Derin Ogrenme Mimarileri

Mimari Tipik Kullamm | Bashca Giiglii Bashica Sinirhliklar Temsili
Alanlari Yonler Calismalar
CNN Gorsel (goriintii | Yerel ortintiileri | Uzun menzilli | Zhang  ve
tabanli) oneriler, | ve uzamsal | zamansal dig. (2019);
yerel oriintii | korelasyonlari bagimliliklart He ve dig.
¢ikarimi, yakalar; verimli | modellemede daha az | (2016)
oturum (session) | evrisimsel uygun
tabanli oneri | (convolutional)
sistemleri islemler
RNN/LSTM/ | Sirah 6neri, | Sirali ve | Egitim yavas olabilir; | Hidasi  ve
GRU zaman serisi | zamansal kaybolan gradyan | dig. (2016);
tahmini, tiklama | bagimliliklar sorunu (azaltilmig ama | Donkers ve
akist modelleyebilir; tamamen ¢Ozlilmemis); | dig. (2017)
degisken
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(clickstream) uzunluklu sinirlt
modelleme dizileri paralellestirilebilirlik
isleyebilir
Otomatik Temsil Sikistirilmig Siral1 diizeni (zaman | Sedhain ve
Kodlayici (representation) | (kompakt) gizli | swrasmni) gbéz ardi | dig. (2015);
(Autoencoder) | ogrenme, boyut | temsiller edebilir;  performans | Li ve dig.
indirgeme, ortak | Ogrenir; giiriilti | dar bogaz (bottleneck) | (2017)
filtreleme giderme ve | katmanmm tasarimina
(collaborative eksik veri | c¢ok baglidir
filtering) tamamlama i¢in
etkilidir
Doniistiiriicti Sirali ve oturum | Uzun menzilli | Yiksek hesaplama ve | Sun ve dig.
Tabanl1 tabanli  oneri, | bagimliliklar bellek maliyeti; | (2019);
(Transformer, | baglamsal dizi | yakalar; 0z- | hiperparametreler ve | Kang ve
orn. modelleme dikkat (self- | veri Olgegine karsi | McAuley
BERT4Rec) attention) hassastir (2018)
sayesinde
paralel
calistirilabilir;
esnek girdi
temsilleri
GNN Grafik  tabanli | Yiiksek dereceli | Biiyiik Olgekli | Wu ve dig.
6neri (kullanici— | baglantilart graflarda (2020);
0ge grafikleri, | (high-order Olgeklenebilirlik Wang ve dig.
bilgi grafikleri, | connectivity) sorunlari; graf | (2019)
sosyal aglar) kullanir; yapisinin/kurulumunun
karmagik kalitesine kars1 hassas
iligkileri ve
heterojen
grafikleri dogal
bigimde
modeller
Hibrit / Hibrit oneri | Birden fazla | Artan model | Burke
Ansambl sistemleri, modelin gii¢lii | karmagikligi ve egitim | (2002);
(Ensemble) coklu-modlu yonlerini maliyeti; yorumlamak | Zhang  ve
(multi-modal) birlestirir; yan | ve ayarlamak (tune | dig. (2020)
ogrenme, bilgi ve | etmek) daha zordur
saglamlik heterojen
(robustluk) sinyalleri
artirma entegre edebilir

Oneri sistemlerinde klasik yontemlerden derin &grenme
tabanli gdmme, autoencoder, siralt ve graf mimarilerine uzanan
giiclii bir evrim s6z konusudur. Bir sonraki boliimde, benzer bir
doniigiimiin zaman serisi tabanli kestirim ve tahmin problemlerinde
nasil gerceklestigi ele alinacaktir.

Kestirim (Tahmin) Sistemleri ve Zaman Serisi Analizi i¢cin
Derin Ogrenme Yontemleri

1. Kestirim Sistemlerinin Bilisim Sistemlerindeki Rolii
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Kestirim (tahmin) sistemleri, bilisim sistemlerinde kayit
altina alinan tarihsel verilerden yararlanarak gelecege yonelik nicel
degiskenlerin 6ngoriillmesini amaglayan analitik bilesenlerdir. Talep
miktar1, kullanicr trafigi, tiklanma orani, satis hacmi, enerji tiikketimi,
ekipman ariza olasilifi, ag§ yogunlugu veya gecikme siireleri gibi pek
cok biiyiikliikk, operasyonel ve stratejik karar siirecleri agisindan
kritik Oneme sahiptir. Dogru ve gilivenilir tahminler; kaynak
planlama, kapasite yonetimi, envanter kontrolii, dinamik
fiyatlandirma, bakim planlama ve hizmet kalitesi optimizasyonu gibi
alanlarda dogrudan deger iiretir.

Geleneksel olarak kestirim problemleri, zaman serisi
analizine dayali istatistiksel yontemler (6rnegin ARIMA,
Exponential Smoothing) ve klasik makine 6grenmesi yaklagimlari
(6rnegin regresyon modelleri, aga¢ tabanli yontemler) kullanilarak
ele alimmistir (Box, Jenkins, Reinsel, & Ljung, 2016). Ancak veri
kaynaklarinin ¢esitlenmesi, Ornekleme sikliginin artmasi, cok
degiskenli zaman serilerinin yayginlagmasi ve karmasik, dogrusal
olmayan 1iliskilerin ortaya c¢ikmasi, bu geleneksel yontemlerin
siirliliklarini belirgin hale getirmistir. Bu baglamda, derin 6§renme
tabanli yontemler, yiiksek boyutlu ve karmasik zaman serilerinin
modellenmesinde giiclii bir alternatif olarak 6ne ¢ikmaktadir (Fawaz
ve ark., 2019; Lim & Zohren, 2021).

2. Kestirim Problemlerinin Siniflandirilmasi

Bilisim sistemlerinde karsilasilan kestirim problemleri farkl
boyutlara gore siniflandirilabilir (Lim & Zohren, 2021):

e Tahmin ufkuna gore:
1. Kisa vadeli tahmin (dakika, saat, giin)
2. Orta/uzun vadeli tahmin (hafta, ay, yil)

e (Cikis boyutuna gore:
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1. Tek adimli tahmin (bir sonraki zaman noktasinin
tahmini)

2. Cok adimli tahmin (birden fazla gelecekteki zaman
noktasinin tahmini)

e Degisken sayisina gore:

1. Tek degiskenli (univariate) zaman serisi

2. Cok degiskenli (multivariate) zaman serisi
e (Goreyv tilriine gore:

1. Regresyon tabanli tahmin (siirekli degerler)

2. Smniflandirma tabanli tahmin (olay/olay degil,
kategori tahmini)

Bu c¢esitlilik, derin 6grenme yontemlerinin esnek mimari
yapilar1 sayesinde farkli kestirim senaryolarma uyarlanabilmesini
kolaylastirmaktadir.

3. Zaman Serisi icin LSTM ve GRU Tabanh Modeller

Zaman serisi verilerinde ardistk goézlemler arasindaki
bagimliliklarin modellenmesi, klasik tam bagli sinir aglarinin (feed-
forward) dogrudan kullanimini giiclestirmektedir. Bu nedenle,
tekrarlayan sinir aglart (Recurrent Neural Networks, RNN) ve
ozellikle LSTM (Long Short-Term Memory) ile GRU (Gated
Recurrent Unit) gibi kapili RNN mimarileri, zaman serisi
kestiriminde yaygin olarak kullanilmaktadir (Hochreiter &
Schmidhuber, 1997; Cho ve ark., 2014).

LSTM ve GRU mimarileri, gegmisteki gozlemlerden gelen
bilginin hangi 0Ol¢lide saklanacagi veya unutulacagina kapilar
aracilifiyla  karar vererek uzun donemli bagimliliklarin
ogrenilmesini miimkiin kilar. Bilisim sistemlerinde kullanict
trafiginin zamana gore dalgalanmasi, mevsimsellik etkileri ve sistem
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yikii ile ariza kayitlar1 arasindaki iligkiler bu tiir modellerle
yakalanabilmektedir. Girdi olarak c¢ogunlukla ge¢mis zaman
dilimlerine ait gozlemler bir pencere (window) seklinde modele
beslenir; model, hedeflenen bir veya daha fazla gelecek zaman
adimin1 ¢iktida iiretir.

4. CNN ve TCN Tabanh Zaman Serisi Modelleri

Zaman serisi ic¢in konvoliisyonel sinir aglarmin (CNN)
kullanimi, 6zellikle son yillarda popiilerlik kazanmistir. Bir boyutlu
konvoliisyon katmanlar1 (1D-CNN), zaman ekseni tizerinde kayan
filtreler kullanarak kisa ve orta vadeli yerel kaliplar1 yakalamak i¢in
etkilidir (Fawaz ve ark., 2019). CNN tabanli zaman serisi modelleri;
yiiksek paralellestirme imkani, gorece az parametre ile hizli egitim
ve kisa vadeli oriintiilerin etkin yakalanmasi gibi avantajlar sunar.

Zaman konvoliisyonel aglar (Temporal Convolutional
Networks, TCN), genisletilmis (dilated) konvoliisyonlar ve uygun
dolgu stratejileri kullanarak hem kisa hem de uzun vadeli
bagimliliklar1  derin  konvoliisyon  katmanlar1  ilizerinden
modelleyebilir. TCN’ler, istikrarli gradyan akisi ve yiksek
paralellestirilebilirlik gibi avantajlar1 nedeniyle bazi senaryolarda
RNN tabanli modellere kiyasla daha iyi performans ve egitim
verimliligi saglayabilmektedir (Bai ve ark., 2018).

5. Transformer Tabanh Zaman Serisi Yaklasimlari

Transformers, baslangicta dogal dil isleme gorevleri igin
gelistirilmis olsa da (Vaswani ve ark., 2017), ¢cok bash dikkat (multi-
head attention) mekanizmas1 sayesinde zaman serisi analizinde de
giiclii araglar héline gelmistir. Ardisik hesaplama gerektirmemesi ve
giris dizisinin tiim konumlar1 arasindaki iligkileri aynm1 anda
modelleyebilmesi, 6zellikle uzun dizilerde 6nemli avantajlar saglar
(Lim & Zohren, 2021; Nie ve ark., 2023; Liu ve ark., 2024).
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Zaman serisi i¢in uyarlanmis Transformer tabanli modellerde
genellikle:

e zaman adimlarina pozisyon bilgisi kazandirmak i¢in
konumsal kodlama (positional encoding),

e mevsimsellik ve trend bilesenlerini modelleyen 6zel
katmanlar,

e cok degiskenli girdiler i¢in birlikte dikkat (joint attention)
mekanizmalari

kullanilmaktadir. Bu tiir modeller uzun ufuklu ve cok
degiskenli tahmin problemlerinde 6ne ¢ikmakla birlikte, ytiksek
hesaplama ve bellek gereksinimleri nedeniyle pratik uygulamalarda
model boyutu, pencere uzunlugu ve veri 6rnekleme stratejilerinin
dikkatle secilmesini gerektirir.

6. Ozellik Miihendisligi, Dis Degiskenler ve Baglamsal Bilgi

Derin 6grenme yontemleri veriden otomatik temsil 6grenme
kabiliyetine sahip olmakla birlikte, zaman serisi kestiriminde 6zellik
miihendisligi ve baglamsal bilgilerin (context) modele dahil edilmesi
halen 6nemli bir rol oynamaktadir. Yalnizca ham 6l¢iim degerleri
degil; zamanla ilgili 6zellikler (giliniin saati, haftanin giinii, ay, tatil
bilgisi), 1s yiikii ile iligkili kategorik degiskenler (kullanici segmenti,
bolge, sunucu grubu) ve dissal (exogenous) degiskenler (hava
durumu, kampanya doénemleri, sistem konfigiirasyon degisiklikleri)
tahmin performansin1 6nemli 6l¢iide etkileyebilmektedir (Lim &
Zohren, 2021).

Bu tiir baglamsal bilgiler, genellikle ek giris kanallar1 veya
gomme vektorleri seklinde temsil edilerek ana zaman serisi verisi ile
birlikte islenir.

7. Multi-Task ve Cok Adimh Kestirim Stratejileri
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Bilisim sistemlerinde ¢ogu zaman yalmizca tek bir
bliytikliigiin degil, birden fazla ilgili ¢iktinin ayni anda tahmini
gerekli olabilmektedir. Ornegin, hem tiklanma oraninin hem de gelir
tahmininin yapilmast veya farkli cografi bolgeler i¢in talep
tahminlerinin birlikte tiretilmesi s6z konusu olabilir. Bu durumda
cok gorevli Ogrenme (multi-task learning) yaklasimlari
kullanilabilir. Ortak bir temsil katmani {izerinde, her ¢ikt1 i¢in ayri
bir bas (head) tanimlanarak gorevler arasi1 paylasilan bilginin
genelleme yetenegini artirmasi hedeflenir (Ruder, 2017).

Cok adimli kestirim (multi-step forecasting) problemlerinde
ise, gelecekteki birden fazla zaman noktasinin tahmini gereklidir. Bu
durumda, dogrudan (direct), tekrarlayan (recursive) ve hibrit
stratejiler kullanilmakta; derin 6grenme modelleri bu ii¢ strateji ile
de uyumlu bi¢imde tasarlanabilmektedir (Lim & Zohren, 2021).

8. Kestirim Performansinin Degerlendirilmesi ve Uygulama
Baglamm

Derin ogrenme tabanl kestirim sistemlerinin
degerlendirilmesinde sadece istatistiksel hata metrikleri degil, is
baglamina 6zgii sonuglar da dikkate alinmalidir. Yaygin metrikler
arasinda MAE, RMSE ve MAPE gibi hata temelli Olgiitler ile
aciklanan varyans oran1 (R?) ve sapma (bias) gibi goreli performans
Olciitleri yer alir (Box ve ark., 2016). Bununla birlikte, kapasite
planlamasi, envanter yonetimi veya SLA ihlalleri gibi uygulama
sonuclar1 da performans degerlendirmesine dahil edilmelidir.

Tablo 2, farkli modelleme yaklagimlarinin temel uygulama
alanlarindaki yaygmlhigini karsilastirmaktadir.

Tablo 2. Uygulama alanlari x yéntemler

Alan icerik tabanh | Ortak Hibrit Graf NLP Tabanh /
filtreleme Tabanh Sirali (6rn.
(GNN) BERT4Rec)
E-ticaret Yaygin olarak | Yaygin olarak | Cok yaygin Giderek Artan
kullanilir kullanilir daha fazla benimsenme
(iirtin kullaniliyor (oturum
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aciklamalari, (kullanic1-6ge (kullanici— tabanli ve
gorseller) etkilesimleri) 0ge tiklama akist
grafikleri, modelleme)
bilgi
grafikleri)
Egitim (e- | Ogrenme Ogrenci-6ge | Gelismekte | Kullanici— Ogrenme
Ogrenme) kaynaklar ve etkilesim kaynak izlerinin sirali
ders igerikleri | kayitlari grafikleri, modellenmesi
i¢in kullanilir kavram
grafikleri
Saglik Sinirh fakat Hasta-hizmet | Gelismekte Hasta Metin tabanl
artan kullamim | / hasta—ilag benzerlik klinik kayitlar;
(klinik notlar, | etkilesimleri grafikleri, zamansal olay
goriintiileme) t1bbi bilgi dizileri
grafikleri
Finans Haberler, Islemsel ve Gelismekte Finansal Zamana gore
raporlar, davranigsal islem aglari, | siralanmis
metin tabanli veriler varlik olaylar; haber
agiklamalar grafikleri odakl1 dizi
modelleme
Sosyal Kullanict Takip / Cok yaygin Sosyal Kullanict
medya profilleri, arkadaglik / grafikler, etkinlik
paylasimlar, etkilesim etkilesim akiglarinin
multimedya verileri grafikleri sirall
icerikler modellenmesi
Akilli Rota ve ilgi Gegmis Gelismekte Yol ve POI Arag ve
ulagim noktast (POI) | kullanim grafikleri, kullanici
tanimlari kayitlar hareketlilik yoriingeleri
aglar diziler olarak

Zaman serisi kestirimi alaninda LSTM/GRU, CNN/TCN ve
Transformer tabanli derin mimariler giiclii alternatifler sunmakta;
baglamsal bilgi, ¢cok gorevli 6grenme ve uygun degerlendirme
metrikleriyle birlikte ele alindiginda bilisim sistemleri i¢in yiiksek
katma deger iiretmektedir. Bir sonraki bdliimde bu modellerin
bilisim sistemleri mimarisindeki konumu ve tasarim kararlarini
sekillendiren giincel egilimler tartigilacaktir.

Bilisim Sistemleri Mimarisi icinde Oneri ve Kestirim Motorlar
ve Giincel Egilimler

1. Bilisim Sistemleri Mimarisi Icinde Oneri ve Kestirim
Motorlarinin Konumlanmasi

Kurumsal bilisim sistemleri ¢ogu zaman {i¢ katmanl bir
mimari cercevede ele alinmaktadir: Veri katmani, uygulama/is
mantig1 katmani ve sunum (arayiiz) katmani.
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Derin 6grenme tabanli Oneri ve kestirim motorlari, bu
katmanlarin kesisiminde konumlanan ve farkli kaynaklardan gelen
veriyi isleyerek karar siireclerini besleyen analitik bilesenlerdir:

e Veri katmanai;

Islem kayitlari, kullanici-6ge etkilesim gegmisi, sensor
verileri, log kayitlart ve harici veri kaynaklari (meteorolojik veriler,
sosyal medya akislari, pazar verileri) yer alir. Bu veriler veri ambari
veya veri golii (data lake) yapilarinda toplanmakta, ETL/ELT
stiregleri ile temizlenip doniistiiriilmektedir.

e Uygulama/is mantig1 katmani:

Derin 6grenme tabanli modellerin egitimi ve c¢ikarim
(inference) siireglerini yoneten servisler burada bulunur. Genellikle
mikroservis mimarisi ¢er¢cevesinde tasarlanmis, 6lgeklenebilir Oneri
motorlari, tahmin servisleri ve model yonetim bilesenlerinden
olusur.

e Sunum katmant:

Oneri sistemlerinde kisisellestirilmis iiriin listeleri, ““sizin i¢in
sectiklerimiz” panelleri veya hedefli kampanyalar; kestirim
sistemlerinde ise gosterge panolari, uyart mekanizmalar1 ve karar
destek ekranlar1 bu katmanda kullaniciya sunulur.

Bu ¢ergevede, model se¢imi, 6zellik se¢imi, aciklanabilirlik
ve hesaplama maliyeti gibi teknik kararlar yalnizca veri bilimi
perspektifinden degil, ayni zamanda sistem mimarisi, hizmet
seviyesi  hedefleri ve kurumsal kisitlar acisindan da
degerlendirilmelidir.

2. Model Secimi ve Zaman Coziiniirligii Tiskisi

Zaman serisi tabanli kestirim uygulamalarinda model
seciminin, veri setinin zaman ¢oziiniirliigi ile yakindan iliskili
oldugu goriilmektedir. Genis zaman araliklarinda (giinliik, haftalik
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vb.) giirtiltiiniin azalmas1 ve egilim bilesenlerinin gli¢lenmesi, cogu
durumda dogrusal modellere veya diizenlilestirilmis klasik
regresyon yaklagimlarina avantaj saglayabilmektedir. Buna karsin,
saatlik ya da dakikalik gibi yiiksek frekansli verilerde, dogrusal
olmayan iligkiler ve kisa siireli dalgalanmalar belirgin hale
geldiginden bellekli derin 6grenme modelleri (LSTM vb.) daha
basaril1 sonuglar verebilmektedir.

Glines enerjisi Uretim kestirimi iizerine yapilan bir
caligmada, giinliik verilerde Ridge regresyonun, saatlik verilerde ise
LSTM mimarisinin en basarili yaklasimlar oldugu gosterilmistir
(Carkli Yavuz & Aksoy Tirmikei, 2025). Bu bulgu, derin 6grenme
yontemlerinin her zaman “en iyi” secenek olmayabilecegini, veri
¢Oziiniirligli ve problem dogasina uygun model se¢iminin kritik
onem tasidigini vurgulamaktadir.

Benzer sekilde, farkli bir uygulama alaninda kalite kontrol
siireclerinde siire¢ dis1 durumlarin nedenlerini belirlemek i¢in
topluluk makine o6grenimi modellerinin etkinligi gosterilmistir
(Demircioglu Diren & Boran, 2024). Bu tiir yaklagimlar, 6neri ve
kestirim sistemlerinde derin modellerle birlikte veya onlarin yerine
klasik ve topluluk (ensemble) yontemlerin de gii¢lii birer alternatif
olabilecegini gostermektedir.

3. Ozellik (Oznitelik) Secimi ve Meta-Sezgisel Optimizasyon

Derin 6grenme tabanli sistemlerin basarist yalnizca model
mimarisine degil, ayn1 zamanda kullanilan 6zellik kiimesine de
dogrudan baghdir. Yiksek boyutlu veri kiimelerinde tim
degiskenlerin modele dahil edilmesi hem hesaplama maliyetini
artirmakta hem de asir1 6grenme (overfitting) riskini biiyiitmektedir.
Bu nedenle, tibbi karar destek sistemleri ve miisteri davranisi
modelleme gibi alanlarda, siniflandirma veya regresyon modeli
oncesinde Ozellik se¢imi adimi kritik bir 6n isleme bileseni haline
gelmistir.
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Meta-sezgisel optimizasyon algoritmalari bu baglamda 6ne
cikmaktadir. Niifus tabanli, doga esinli bu yoOntemler; arama
uzaymin genis oldugu, amag¢ fonksiyonunun analitik olarak
tiiretilemedigi veya birden ¢ok hedefin (dogruluk, maliyet, 6zellik
sayi1s1 vb.) birlikte optimize edilmesi gereken durumlarda giiclii bir
cerceve sunar. Deniz Yirticilar1 Algoritmasi (Marine Predators
Algorithm, MPA) (Faramarzi ve ark., 2020) ve Balina Optimizasyon
Algoritmast (Whale Optimization Algorithm, WOA) (Mirjalili &
Lewis, 2016) gibi yeni nesil meta-sezgiseller, o6zellik se¢imi
problemini, siniflandirma basarimi ile segilen 6zellik sayisi arasinda
denge kuran bir optimizasyon gorevi olarak ele alabilmektedir.

Perinatal donemde anksiyete ve depresyon tespitine yonelik
bir ¢alismada, MPA + kNN tabanli 6zellik se¢imi ile 147 6zellikten
yalnizca besinin se¢ilmesine karsin %98’in lizerinde dogruluk elde
edilmesi, derin/6grenme tabanli kestirim sistemlerinde akilli 6zellik
seciminin ne derece kritik oldugunu ortaya koymaktadir (Ogur ve
ark., 2023). Benzer bicimde, SaaS ortaminda miisteri kaybi (churn)
kestiriminde WOA tabanli 6zellik secimiyle, 17 degiskenli tam
modele kiyasla 3—-10 ozellikten olusan alt kiimelerle hem daha
yorumlanabilir hem de daha basarili modeller gelistirilebildigi
gosterilmistir (Kotan ve ark., 2025).

Ozetle, MPA ve WOA gibi meta sezgisel optimizasyon
algoritmalar1, 6neri ve tahmin uygulamalarinda 6zellik se¢imi ve
hiperparametre ayarlamasi i¢in giderek daha fazla kullanilmaktadir.

Tablo 3, temsili meta sezgisel algoritmalarin ve makine
ogrenimi ve derin 6grenme modelleriyle birlikte kullanildiginda
tipik rollerinin bir 6zetini sunmaktadir.

Tablo 3 — Ozellik secimi ve hiperparametre ayarlamast icin makine
ogrenimi ve derin ogrenme modelleriyle birlikte kullanilan temsili
meta sezgisel optimizasyon algoritmalari
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Meta-sezgisel Optimizasyon Tipik Avantajlar Zorluklar
(yontem) Hedefi Uygulama
Baglam
Deniz Hiperparametre | Hibrit oneri, | Yerel Ek hesaplama
Yirticilar ayarlama, kullanici minimumlardan | yiikil getirir;
Algoritmast ozellik (feature) | davranist kagnir; iyl | parametre
(MPA) sec¢imi tahmini kesif-somiirii ayarlarina  karst
(exploration— hassastir
exploitation)
dengesi saglar
Balina Agirlik Derecelendirme | Uygulamasi Erken yakinsama
Optimizasyon baslatma, (puan) tahmini, | basittir; riski vardir;
Algoritmas1 hiperparametre talep tahmini disbiikey dikkatli ayarlama
(WOA) arama olmayan (non- | gerektirir
convex)
uzaylarda
rekabetgi
performans
sunar
Parcacik Siiri | Ag agurliklar,, | Zaman serisi ve | Sezgisel  siirii | Durgunluga
Optimizasyonu | 6grenme orani | dizi modelleme, | dinamikleri; girebilir;
(PSO) planlar kullanic davranist iyi | performans siirii
etkinligi tahmini | incelenmistir yapilandirmasina
baghidir
Genetik Mimari arama, | Model mimarisi | Esnek temsil; | Kodlama tasarimi
Algoritma (GA) | ozellik alt | tasarimi, ¢oklu- | ¢ok amacli | karmagik olabilir;
kiimesi segimi modlu  (multi- | (multi- hesaplama
modal) 6neri objective) agisindan
optimizasyonu maliyetlidir
destekler

4. Alan Uzman Bilgisi, Aciklanabilirlik ve Karar Destek

Derin 6grenme modellerinin yiiksek dogruluklari yaninda

cogu zaman “kara kutu” niteliginde olmalari, 6zellikle saglik, enerji
ve kritik is siireclerinde agiklanabilirlik (explainability) ihtiyacini
giindeme getirmektedir. Model ¢iktilarinin alan uzmanlariyla birlikte

degerlendirilmesi ve segilen oOzelliklerin klinik ya da islevsel

karsiligimin sorgulanmasi, karar destek sistemlerine entegrasyonda

onemli bir ara adim islevi gérmektedir.

Perinatal anksiyete ve depresyon calismasinda, MPA + kNN
ile se¢ilen bes 6zelligin (6rnegin, daha dnce psikiyatrik tedavi almis
olma, gebelik doneminde psikiyatrik tani alma, esin madde
kullannm1 vb.) psikiyatristler tarafindan klinik olarak anlamli
bulunmasi, sadece model dogrulugunun degil, ayni zamanda
modelin gercek yasam pratikleriyle uyumunun da &nemini
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gostermektedir (Ogur ve ark., 2023). SaaS misteri kaybi
caligmasinda ise “lrlin sayis1”, “miisteri sayisi” ve “pazar yeri
sayis’” gibi degiskenlerin churn {izerinde belirleyici olmasi,
yoneticilerin somut aksiyonlar (yeni pazar yerleri agma, iiriin
cesitlendirme vb.) tasarlamasini  kolaylastiran aciklanabilir
cikarimlar sunmaktadir (Kotan ve ark., 2025).

5. Hesaplama Maliyeti, Genelleme ve Uygulama Kisitlari

Derin 0grenme tabanli Oneri ve kestirim sistemlerinin
yayginlastirilmasinda  hesaplama  maliyeti, gercek zamanl
gereksinimler ve kurumsal altyapinin sinirliliklari kritik rol oynar.
Glines enerjisi kestirimi g¢aligmasinda, LSTM modelleri saatlik
veride en yiliksek dogrulugu saglarken, egitim siiresi ve bellek
kullaniminin klasik regresyon ve aga¢ tabanli yontemlere kiyasla
belirgin bicimde daha yiiksek oldugu raporlanmistir (Carkli Yavuz
& Aksoy Tirmikei, 2025). Buna karsilik Ridge regresyonun giinliik
tahminlerde hem cok yiiksek dogruluk hem de ¢ok diisiik hesaplama
maliyeti ile calisabilmesi, bir¢ok pratik senaryoda derin modeller
yerine daha yalin yontemlerin tercih edilebilecegini gostermektedir.

SaaS churn kestiriminde WOA ile 6zellik azaltimi, egitim ve
cikarim siiresini kisaltarak, ger¢ek zamanliya yakin karar destek
uygulamalarinin gelistirilmesini kolaylastirmaktadir (Kotan ve ark.,
2025). Burada model dogrulugu, hesaplama maliyeti ve
yorumlanabilirlik arasinda problem baglamina uygun bir denge
kurulmasi gerekir.

6. Genel Degerlendirme

Genel olarak bakildiginda, derin §grenme tabanli oneri ve
kestirim sistemleri:

e yiiksek frekansli, karmasik ve dogrusal olmayan veri
kiimelerinde belirgin performans avantajt
saglayabilmekte,
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e meta-sezgisel tabanli ozellik secimi ile
birlestirildiklerinde, geleneksel yontemlere kiyasla daha
az girdiyle daha yiiksek dogruluk sunabilmekte,

e ancak hesaplama maliyeti, aciklanabilirlik ve uygulama
baglamina iliskin kisitlar nedeniyle her problem i¢in “tek
dogru ¢6ziim” olmaktan uzaktir.

Model mimarisi, veri c¢ozinirligli, oOzellik secimi,
aciklanabilirlik ve hesaplama maliyeti birlikte ele alinmadan, derin
Ogrenme tabanli sistemlerin kurumsal bilisim mimarilerine
stirdiiriilebilir bicimde entegre edilmesi miimkiin degildir. Bir
sonraki bolimde bu gerceve, li¢ gercek hayat vaka calismasi
lizerinden somutlastirilacaktir.

Vaka Analizleri

Bu boliimde, derin 68renme tabanlt oOneri ve kestirim
sistemlerinin farkli alanlardaki uygulamalarini gdsteren li¢ 6zgiin
caligma vaka analizi bigiminde sunulmaktadir:

1. Giines enerjisi iiretim kestirimi i¢in makine
O0grenmesi ve derin Ogrenme  modellerinin
karsilastirilmas: (Carkli Yavuz & Aksoy Tirmiket,
2025),

2. Perinatal donemde anksiyete ve depresyon tespiti i¢in
MPA + kNN tabanh 6zellik se¢imi ve siniflandirma
(Ogur ve ark., 2023),

3. SaaS ortaminda miisteri kayb1 (churn) kestirimi i¢in
WOA tabanli 6zellik se¢imi ve ¢oklu siniflandirma
algoritmalar1 (Kotan ve ark., 2025).

Her vaka i¢in problem tanimi, veri yapisi, kullanilan
yontemler, elde edilen bulgular ve derin 6grenme/Oneri—kestirim
sistemleri baglamindaki ¢ikarimlar ele alinmaktadir.
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1. Vaka 1: Giines Enerjisi Uretim Kestiriminde Makine
Ogrenmesi ve Derin Ogrenme Modellerinin Karsilastirilmasi

Problem Tanimi ve Veri Seti

Birinci vaka c¢aligmasinda amag, yenilenebilir enerji
entegrasyonu ve sebeke kararlilii agisindan kritik 6neme sahip olan
giines enerjisi liretimini, meteorolojik veriler kullanarak hem giinliik
hem de saatlik diizeyde tahmin etmektir. Calismada, Kartepe
bolgesinde yer alan bir giines enerjisi santraline ait 2014-2020 yillart
arasindaki retim verileri, ayn1 doneme ait yiiksek ¢oziiniirliklii
meteorolojik verilerle birlestirilmistir (Carkli Yavuz & Aksoy
Tirmike1, 2025).

Kullanilan baslica 6znitelikler:
e Hava sicakligi, bagil nem, yagis miktari,

e Bulutluluk orani, giineslenme siiresi, kisa dalga
radyasyon,

e Riizgar hiz1 ve yonii,
e Bagimli degisken olarak enerji tiretimi (kWh).

Yaklagik 2.500 giinliik ve 61.000’den fazla saatlik gozlem
iceren iki ayr1 veri kiimesi olusturulmustur. Saatlik veri setinde gece
saatlerine karsilik gelen yiiksek oranli sifir iiretim degerleri,
degerlendirme metrikleri ve modelleme stratejisi agisindan ayrica
dikkate alinmistir.

Yontemler ve Modelleme Yaklasim

Vaka c¢alismasinda hem klasik zaman serisi hem de modern
makine Ogrenmesi ve derin Ogrenme yontemleri karsilagtirmali
olarak degerlendirilmistir:

e Dogrusal modeller: Lineer regresyon, Ridge, Lasso

e Agag tabanli yontem: XGBoost
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e Derin 6grenme: LSTM aglar

e Klasik zaman serisi: ARIMA, SARIMA
e Otomatik zaman serisi: Prophet
Modelleme siirecinde:

e Zaman damgasindan takvim 6zellikleri (ay, hafta giinii,
yil giinii, saat) tiiretilmis,

e Gecikmeli degiskenler ve hareketli ortalamalarla zaman
bagimliliklar1 yakalanmus,

e Olgekleme ve aykir1 deger azaltimi uygulanmus,

e Zaman serisine Ozgili genisleyen pencere (expanding
window) ¢apraz dogrulama kullanilmistir.

LSTM modeli i¢in ¢ok katmanli bir mimari (6rnegin iki
LSTM katmanm ve yogun ¢ikti katmani), Huber kayb1 ve Adam
optimize edicisi kullanilmig; erken durdurma ve 6grenme orani
ayarlamalariyla genelleme performansi iyilestirilmistir.

Bulgular ve Tartisma

Giinliik kestirim sonuglari, Ridge regresyonun ¢ok yiiksek
dogrulukla (R* = 0.9997, diisik RMSE degerleriyle) en basarili
yontem oldugunu gdostermistir (Carkli Yavuz & Aksoy Tirmiket,
2025). Giinliik toplulagtirma, meteorolojik degiskenlerle ener;ji
tiretimi arasindaki iliskinin biiyiik Ol¢lide dogrusal bir yapiya
biiriindiigiinii ortaya koymaktadir.

Saatlik kestirimde ise LSTM modeli R? = 0.96 seviyesinde
en yiiksek performansi sergilemis; XGBoost buna ¢ok yakin fakat
bir miktar daha diisiik basar1 saglamistir. ARIMA ve SARIMA gibi
tek degiskenli klasik zaman serisi modelleri, hem giinlilk hem de
saatlik veride negatif R? degerleri ile ortalama tahmininden bile daha
kotii sonuglar liretmistir.
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Bu vaka, derin 6grenme tabanli kestirim sistemlerinin:

o yiksek frekansl, karmagsik verilerde ciddi avantaj
sagladigini,

e ancak ginliik gibi daha “diizgiin” veri yapisinda
diizenlilestirilmis dogrusal modellerin daha uygun ve
ekonomik olabilecegini,

e meteorolojik (digsal) degiskenlerin modele
entegrasyonunun performans i¢in kritik oldugunu

gostermektedir.

2. Vaka 2: Perinatal Donemde Anksiyete ve Depresyonun MPA
+ kNN ile Tespiti

Problem Tanimi ve Veri Seti

Ikinci vaka calismasinda amag, perinatal doénemde
(gebelikten dogum sonrasi 12. aya kadar) goriilen anksiyete ve
depresyon riskini, klinik ve 6l¢ek temelli verilerden yararlanarak
otomatik bir siiflandirma sistemi ile tespit etmektir (Ogur ve ark.,
2023). Calisma, hem anne hem de bebek sagligi iizerinde ciddi
etkileri olan perinatal psikiyatrik durumlarin erken donemde
belirlenmesi i¢in karar destek sunmay1 hedeflemektedir.

Veri seti, Sakarya Universitesi Arastirma Hastanesi kadin
dogum polikliniklerine bagvuran 393 gebenin:

e Sosyodemografik ve klinik veri formu (SDVF),
e Edinburgh Dogum Sonras1 Depresyon Olgegi (EPDS),

e Perinatal Anksiyete Tarama Olgegi’nin Tiirkge formu
(PASS-TR)

iizerinden toplanan yanitlarindan olusturulmustur. Olgeklerin kesme
puanlar1 kullanilarak, “anksiyete ve/veya depresyon var” (1) ve “her

ikisi de yok” (0) olmak iizere ikili bir smif etiketi tanimlanmustir. On-
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isleme sonrasi kategorik degiskenlere uygulanan One-Hot kodlama
ile baslangictaki 57 ozellik 147 boyutlu bir 6zellik uzayma
genislemistir.

Yontem ve Hibrit MPA + kNN Yaklasim

Yiiksek boyutlu bu veri setinde, tim 6zelliklerle dogrudan
modelleme yapmak hem hesaplama maliyeti hem de genelleme
acisindan dezavantajli olacagindan, ozellik se¢imi igin Marine
Predators Algorithm (MPA) (Faramarzi ve ark., 2020) kullanilmis ve
k-en yakin komsu (kNN) siniflandiricist ile biitiinlestirilerek hibrit
bir yaklasim gelistirilmistir.

Ozellik secimi siirecinde:

e Her bir ozellik alt kiimesi, MPA icindeki bir “av”
pozisyonu olarak temsil edilmistir.

e Amag fonksiyonu; kNN dogrulugunu maksimize ederken
secilen Ozellik sayisini minimize eden iki terimli bir
uygunluk fonksiyonu olarak tanimlanmistir.

e Siireg, belirli bir ajan say1s1 ve iterasyon ile niifus tabanl
bir arama olarak yiiriitilmiis; ikili esikleme ile stirekli
konumlar {0,1} 6zellik se¢imine dontistiirilmiistiir.

e Nihai model, 10 kath c¢apraz dogrulama ve uygun k
degeri i¢in kNN smiflandirici ile degerlendirilmistir.

Karsilastirma igin, tiim oOzellikler ve Chi-kare tabanl iki
farklh 6zellik alt kiimesi de ayn1 siniflandirici ile test edilmistir.

Bulgular ve Tartisma

Sonuglar, tim oOzelliklerle yapilan smiflandirmada
dogrulugun gorece diistik kaldigini; MPA + kNN ile secilen yalnizca
5 ozellik kullanildiginda ise dogrulugun %98’in {izerine ¢iktigini
gostermistir (Ogur ve ark., 2023). Chi-kare ile secilen 4 ve 14
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ozellikli alt kiimeler de yiiksek performans iiretmis olmakla birlikte,
MPA tabanli hibrit yaklasim genel olarak en yiiksek dogruluk ve F1
skorunu saglamistir.

En dikkat ¢ekici bulgu, MPA + kNN ile secilen bes 6zelligin
tamaminin, alan uzmani psikiyatristlerce klinik a¢idan anlamli ve
tan1 siirecinde kritik kabul edilen degiskenler olmasidir. Bu sonug,
meta-sezgisel Ozellik se¢iminin, yalmizca model basarimini
artirmakla kalmayip aynm1 zamanda klinik agiklanabilirligi
giiclendirdigini gostermektedir.

3. Vaka 3: SaaS Ortaminda Miisteri Kaybi (Churn) Kestirimi
icin WOA Tabanh Ozellik Secimi

Problem Tanimi ve Veri Seti

Ucgiincii vaka ¢alismasinda amag, B2B yazilim hizmeti sunan
bir SaaS saglayicisinin kurumsal miisterileri i¢in churn riskini,
kullanim ve islem verilerine dayali olarak tahmin etmek ve karar
vericilere daha az sayida fakat daha anlamli gosterge ile destek
sunmaktir (Kotan ve ark., 2025).

Veri seti, bir bulut tabanli ERP saglayicisinin yaklagik 1.100
miisterisine ait 17 dzelligi igermektedir. Ornek olarak:

e Sistem iizerinde tanimli iiriin sayisi,

e Son kullanici miisteri sayist,

e Siparis, teklif, fatura ve 6deme belgesi sayilari,
e Kullanilan pazar yeri sayisi,

e Nakit kasa say1si, e-posta entegrasyonu sayisi, 6zel rapor
sayisl,

e Kullanici sayisi, destek talebi (ticket) sayisi,

e Miisteri statiisii (churn / churn degil).
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Veri on-isleme adimlarinda churn siniflar1 dengelenmis ve
anomali/aykir1 degerler temizlenmistir.

WOA Tabanh Ozellik Secimi ve Siniflandirma

Ozellik se¢imi i¢in Balina Optimizasyon Algoritmas1 (Whale
Optimization Algorithm, WOA) (Mirjalili & Lewis, 2016)
kullanilmis ve kNN ile biitiinlestirilmisti. WOA, 06z nitelik alt
kiimelerini arayan ajan “balinalarin” konumlarini, siirii i¢i etkilesim
ve baloncuk-ag (bubble-net) avlanma stratejileri ile giincelleyerek
optimum ¢6ziimii arayan bir meta-sezgisel olarak tasarlanmistir.

Calismada:

WOA, 17 ozellikten olusan tam uzayda alt kiimeler
tiretmistir.

Uygunluk fonksiyonu; kNN hatasin1 ve secilen dzellik
sayisinin oranini ceza terimiyle birlestiren ¢ift bilesenli
bir fonksiyon olarak tanimlanmaistir.

WOA ile elde edilen en iyi ii¢ alt kiime (6rnegin 3, 5 ve
10 ozellik igeren WOA-1, WOA-2, WOA-3) yaninda;
tim Ozellikler ve Chi-kare tabanli alt kiimeler de
karsilastirmaya dahil edilmistir.

Tahmin i¢in kNN, Karar Agaclari, Naive Bayes, Rastgele
Ormanlar ve Yapay Sinir Ag1 kullanilmis; 10 kath ¢apraz
dogrulama ile AUC, dogruluk, kesinlik, duyarlilik ve F1
skorlar1 hesaplanmistir (Kotan ve ark., 2025).

Bulgular ve Tartisma

Sonuglar, WOA ile secilmis 0Ozellik kiimelerinin ¢ogu

durumda:

tam 17 6zellikli modele kiyasla daha yiiksek dogruluk ve
F1 skoru iirettigini,
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e Chi-kare tabanl alt kiimelerle benzer ya da daha iyi AUC
degerleri sagladigini

gdstermistir. Ornegin, Rastgele Orman siniflandiricisinda tam model
ile elde edilen F1 skoru ile WOA-3 (10 6zellik) ile elde edilen F1
skoru arasinda WOA lehine anlamli bir iyilesme raporlanmistir
(Kotan ve ark., 2025).

Ayrica, Rastgele Orman ile hesaplanan 06zellik O6nem

2 ({244

agirliklari, “miisteri sayis1”, “liriin sayis1” ve “pazar yeri sayisi”
degiskenlerinin churn {izerinde en belirleyici faktorler oldugunu
ortaya koymustur. Bu bulgu, SaaS baglaminda:

e sisteme daha fazla iirlin entegre eden,
e daha fazla nihai miisteriye hizmet veren,
e birden fazla pazar yerinde satig yapan kullanicilarin

hizmeti birakma olasiliginin daha diisiik oldugu yoniinde islevsel bir
i¢gdrii sunmaktadir.

Vaka Analizlerinin Genel Degerlendirmesi
Ug vaka birlikte degerlendirildiginde:

e veri ¢oziiniirligli ve model se¢imi iligkisi (gilinliik vs.
saatlik glines enerjisi verisi),

o meta-sezgisel Ozellik se¢imi ile yliksek dogruluk ve
aciklanabilirlik (perinatal ¢alisma),

e isletme verisi lizerinde calisan meta-sezgisel tabanl
ozellik seciminin yonetsel yorumlanabilirligi artirmasi
(SaaS churn)

gibi temalar 6ne ¢ikmaktadir. Bir sonraki bdliimde bu tiir sistemlerin
performans, Olgeklenebilirlik ve pratik zorluklar1 daha genel bir
cercevede tartisilacaktir.
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Performans, Olceklenebilirlik ve Pratik Zorluklar

1. Performans Degerlendirme Metrikleri

Oneri ve kestirim sistemlerinin basarimi, baglam duyarli bir
cerceve i¢inde degerlendirilmelidir.

e Oneri sistemlerinde:

Isabet orami (precision@k), yakalama orani (recall@k),
ortalama dogruluk (MAP), normalize edilmis siralama kalitesi
(NDCQG), kapsama orani (coverage) ve cesitlilik (diversity) gibi
metrikler kullanilir (Aggarwal, 2016). Derin 6grenme tabanli 6neri
sistemleri ¢cogu zaman NDCG ve MAP gibi siralama duyarh
metriklerde klasik yontemlere kiyasla anlamli iyilesmeler
saglayabilmektedir (He ve ark., 2017; Covington ve ark., 2016).

e Zaman serisi kestiriminde:

MAE, RMSE, MAPE ve R? gibi hata ve acgiklanan varyans
Olciitleri yaygindir (Box ve ark., 2016). Giines enerjisi {liretim
kestirimi vakasinda, giinliik ve saatlik tahminler i¢in RMSE ve R?
kullanilarak giinliik diizeyde Ridge regresyonun, saatlik diizeyde ise
LSTM modelinin iistiinliigii gosterilmistir (Carkli Yavuz & Aksoy
Tirmike1, 2025).

e Smiflandirma temelli kestirimlerde:

Dogruluk, duyarlilik (sensitivite), 6zgiilliik (specificity), F1
skoru ve AUC gibi metrikler 6nemlidir. Perinatal anksiyete ve
depresyon tespitinde dogruluk, duyarlilik ve F1 skoru; SaaS churn
kestiriminde ise bunlara ek olarak AUC degeri kullanilmistir (Ogur
ve ark., 2023; Kotan ve ark., 2025).

Tek bir metrik yerine, hem dogruluk/hata 6lciitlerini hem de
is gereksinimlerini yansitan daha genis bir performans setinin
birlikte kullanilmasi, derin 6grenme tabanli sistemlerin kurumsal
baglamda daha saglikli degerlendirilmesini miimkiin kilar.
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2. Olceklenebilirlik: Veri Hacmi, Model Boyutu ve Altyapi
Gereksinimleri

Biiyiik 0lcekli bilisim sistemlerinde oOneri ve kestirim
motorlarinin basarisi, dogruluk kadar 6lgeklenebilme yeteneklerine
de baghdir. Kullanici-6ge etkilesim matrislerinin milyonlarca
kullanici ve tiriinii igerebildigi, saniyede binlerce istegin geldigi veya
sensOr aglarindan siirekli yiiksek frekanshi veri akisinin oldugu
senaryolarda, derin 6grenme tabanlt modellerin egitimi ve gergek
zamanli ¢ikarimi ciddi hesaplama kaynaklar1 gerektirebilir.

Olgeklenebilirlik agisindan kritik noktalar:
e Veri isleme hatti:

Biiyiik hacimli etkilesim ve zaman serisi verilerinin ¢evrim
dis1 (batch) ve ¢evrim i¢i (stream) isleme boru hatlari iizerinden,
hatasiz ve diisiik gecikmeyle modele beslenmesi gerekir.

e Model egitimi:

Ozellikle Transformer tabanli yapilar milyonlarca parametre
icerebilir. Bu durumda GPU/TPU hizlandirmali dagitik egitim, mini-
batch stratejileri ve Ogrenme orani planlamasi gibi teknikler
kacinilmaz hale gelir (Vaswani ve ark., 2017; Lim & Zohren, 2021).

e Model ¢ikarimi (inference) ve gecikme:

Oneri sistemleri cogu zaman milisaniye mertebesinde yanit
stireleri gerektirir. Bu nedenle egitimde kullanilan kompleks bir
model, liretim ortaminda daha hafif bir tiireviyle (model kiiciiltme,
kuantizasyon, bilgi damitma vb.) temsil edilebilir. SaaS churn
vakasinda WOA ile azaltilmis 6zellik kiimeleri iizerinde calisan
siiflandiricilar, hem egitim hem de ¢ikarim siiresinde iyilesme
saglayarak, 0l¢eklenebilir karar destek uygulamalari i¢in daha uygun
bir yap1 sunmustur (Kotan ve ark., 2025).
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Bu cergevede, derin 0grenme tabanli Oneri ve kestirim
sistemlerinin tasariminda model karmagsiklig: ile altyapi kapasitesi
arasinda  siirdiiriilebilir  bir denge kurulmast  zorunludur
(Kreuzberger, Kiihl, & Hirschl, 2023).

3. Cevrim I¢i (")grenme, Kavram Kaymasi ve Giincelleme
Stratejileri

Bilisim sistemlerinde veri dagilimlari zaman icinde
degisebilir; kullanici tercihleri, pazar kosullari, teknoloji ve mevzuat
gibi faktorler nedeniyle, daha oOnce gecerli olan Oriintiiler
giincelligini yitirebilir. Bu olgu kavram kaymasi (concept drift)
olarak adlandirilir ve hem Oneri sistemlerinde hem kestirim
uygulamalarinda 6nemli bir zorluk alanidir.

Kavram kaymasiyla basa ¢ikmak i¢in:

e periyodik yeniden egitim,

e kayar pencere (sliding window) yaklasimi,

e cevrim i¢i/ artan 6grenme (online/incremental learning)

gibi stratejiler kullanilmaktadir (Bai ve ark., 2018; Lim & Zohren,
2021). Ancak bu stratejilerin tiimii ek hesaplama maliyeti ve
operasyonel karmasiklik getirir. Ozellikle saghk ve finans gibi
regiilasyonun gii¢lii oldugu alanlarda, model versiyonlarinin, egitim
verisi donemlerinin ve performans degisimlerinin izlenmesi ve
belgelendirilmesi kritik 6neme sahiptir (Ogur ve ark., 2023).

4. Veri Kalitesi, Onyargilar ve Ger¢ek Diinya Kisitlari

Derin 6grenme tabanli Oneri ve kestirim sistemlerinin
performansi, girdisi olan verinin kalitesiyle sinirlidir. Eksik, hatals,
tutarsiz veya Onyargili veri setleri; hem istatistiksel performansi
diisiirebilir hem de etik ve hukuki acidan sorunlu sonuglara yol
acabilir.
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Sik karsilasilan veri kaynakli zorluklar:
e cksik ve dengesiz veriler,
e kayit ve 6l¢lim hatalar1 (sensor arizalari, log kesintileri),

e Dbelirli kullanic1 gruplarinin veya kurum tiplerinin veri
setlerinde yeterince temsil edilmemesi (temsil dnyargisi).

Bu baglamda veri kalitesi yonetimi, veri yonetisimi siirecleri
ve veri toplama stratejilerinin tasarimi, derin Ogrenme tabanli
sistemlerin basarisinda en az model se¢imi kadar belirleyici hale
gelmistir (Mehrabi ve ark., 2021).

Performans metrikleri, 6l¢eklenebilirlik, kavram kaymasi ve
veri kalitesi gibi faktorler, derin 6grenme tabanli oneri ve kestirim
sistemlerinin gercek hayata aktariminda temel belirleyicilerdir. Bir
sonraki boliimde gizlilik, giivenlik ve etik boyutlar ele alinacaktir.

Gizlilik, Giivenlik ve Etik Boyutlar
Gizlilik ve Kisisel Verilerin Korunmasi

Oneri ve kestirim sistemleri ¢ogu zaman kullanicilarm
davranis ge¢misi, demografik bilgileri, konum verileri, tibbi kayitlar
veya finansal islemleri gibi kisisel veriler iizerinde egitilmektedir.
Bu durum, veri koruma mevzuatlar1 (6rnegin KVKK, GDPR) ve
kurumsal gizlilik politikalar1 agisindan ¢esitli  yiikiimliiliikler
dogurmaktadir.

Baslica ilkeler:
e Veri minimizasyonu:

Belirli bir gorev i¢in gercekten gerekli olmayan kisisel
verilerin toplanmamasi ve saklanmamasi, hem riskleri hem hukuki
sorumluluklar1 azaltir. Perinatal anksiyete ve depresyon tespitine
yonelik ¢alismada, MPA + kNN ile yalnizca bes nitelik {izerinden
yiiksek dogruluga ulasilmasi, veri minimizasyonu ilkesinin teknik
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olarak da miimkiin ve rasyonel oldugunu gostermektedir (Ogur ve
ark., 2023).

e Anonimlestirme ve takma adlandirma:

Ozellikle saglik ve finans alanlarinda, bireyleri dogrudan
tanimlayan bilgiler modelleme siirecine dahil edilmemeli; bunun
yerine anonimlestirilmis veya takma ad (pseudonym) kullanilmis
kayitlar {izerinden ¢aligilmalidir.

e Erisim kontrolii ve veri paylagimi:

Model gelistiricilerinin kisisel verilere erisimi “bilmesi
gereken” ilkesi dogrultusunda sinirlandirilmali; iiglincti taraflarla
veri paylasimi s6z konusu oldugunda hukuki ve teknik kisitlar agikga
tanimlanmalidir.

Gilines enerjisi Uretim kestirimi veya SaaS churn gibi
alanlarda verinin kisisel nitelikte olmamas1 gizlilik risklerini gorece
azaltmakla birlikte, kurumsal gizlilik (miisteri sézlesmeleri, ticari
sirlar vb.) acisindan yine de dikkat gerektirir.

2. Model Giivenligi ve Kotiiye Kullamim Riskleri

Derin 6grenme tabanli 6neri ve kestirim sistemleri, model ve
altyap1 giivenligi acisindan da cesitli tehditlere agiktir. Ornegin,
Oneri sistemlerinde sahte hesaplar ve manipiilatif etkilesimler
araciligryla belirli {iriin veya iceriklerin 6ne ¢ikarilmasi, modelin
ciktilariin kotiiye kullanilmasina yol agabilir (Aggarwal, 2016).
Benzer bicimde, kestirim sistemlerine yanlis veya yamiltici veri
enjekte edilmesi, kapasite planlama ve risk yonetimi kararlarini
olumsuz etkileyebilir.

Baslica riskler:

e veri enjeksiyonu ve zehirleme saldirilart (data
poisoning),

e model hirsizlig1 ve tersine miihendislik,
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e adversarial ornekler.

Bu risklerle miicadele i¢in giris dogrulama mekanizmalari,
anomali tespiti, model ve veri biitiinligl kontrolleri, giiclii kimlik
dogrulama ve yetkilendirme politikalar1 gereklidir.

3. Onyargi, Adalet ve Ayrimeihk Riskleri

Veri odakli karar destek sistemleri, egitim verisinde var olan
Onyargilar1 farkinda olmadan yeniden iiretebilir veya gii¢clendirebilir.
Belirli demografik gruplarin, cografi bolgelerin veya kurum
tiplerinin veri setlerinde yeterince temsil edilmemesi, bu gruplar i¢in
oOneri kalitesinin veya tahmin dogrulugunun sistematik olarak diisiik
olmasina neden olabilir (Mehrabi ve ark., 2021).

Dikkat edilmesi gerekenler:

e veri setinin hedef kitleyi yeterince temsil edip etmedigi
(temsil adaleti),

e farkli gruplar icin hata oranlarmin sistematik farklilik
gosterip gostermedigi (¢cikt1 adaleti),

e gerekirse ek adalet kisitlar1 igeren (fairness-aware)
modellerin gelistirilmesi.

Oneri sistemleri baglaminda ayrica, sadece “en ¢ok karli”
riinleri 6n plana c¢ikaran bir strateji, uzun vadede kullanici
deneyimini bozabilir ve az temsil edilen nis igeriklerin
gorliniirliigiinii azaltarak ekosistem diizeyinde adalet sorunlari
dogurabilir (Burke, 2002; Quadrana ve ark., 2018).

4. Klinik ve Kurumsal Karar Destek Baglaminda Etik
Sorumluluk

Derin 6grenme tabanli 6neri ve kestirim sistemlerinin iirettigi
ciktilar, ozellikle saglik ve kritik is siire¢lerinde, dogrudan insan
hayatimm ve kurumsal siirdiriilebilirligi  etkileyen kararlar

175



bigimlendirebilmektedir. Bu nedenle bu tiir sistemlerin kullanimi
etik sorumluluk ¢ergevesinde degerlendirilmelidir.

Perinatal anksiyete ve depresyon vakasinda gelistirilen MPA
+ kNN tabanli model, klinisyenlere yiiksek dogrulukla riskli olgulari
isaret eden bir karar destek araci sunmaktadir (Ogur ve ark., 2023).
Ancak bu durum, nihai tant sorumlulugunun tamamen modele
devredilebilecegi anlamina gelmemelidir. Benzer sekilde, SaaS
churn veya enerji liretim tahmini gibi alanlarda, model c¢iktilari
otomatik kararlar icin kullanilmadan 6nce belirli esik degerleri ve
insan denetim mekanizmalar ile desteklenmelidir (Carkli Yavuz &
Aksoy Tirmike1, 2025; Kotan ve ark., 2025).

5. Seffaflik, Aciklanabilirlik ve Kullanici1 Giiveni

Derin 6grenme tabanli sistemlerin “kara kutu” dogasi,
kullanicilar ve karar vericiler nezdinde giivensizlik yaratabilir.
Ozellikle, “neden bu iiriin bana &nerildi?” ya da “neden bu hasta
‘riskli” olarak siniflandirild1?” sorularinin  cevaplanamamasi,
sistemlerin benimsenmesini zorlastirir.

Bu sorunu hafifletmek icin agiklanabilir yapay zeka
(Explainable AI, XAI) yontemleri yayginlk kazanmistir. Ozellikle
tablo verileri ve zaman serileri lizerinde:

e Ozellik 6nem agirliklari,
e yerel agiklama yontemleri (LIME, SHAP),
e Ornek tabanli agiklamalar

kullanilarak model kararlarinin en azindan kismen yorumlanmasi
mimkiindiir (Linardatos, Papastefanopoulos, & Kotsiantis, 2021).
SaaS churn vakasinda Rastgele Orman siniflandiricisi ile hesaplanan
ozellik onem agirliklarinin, isletme birimleri agisindan kolay
anlagsilir ve eyleme doniistiiriilebilir icgoriiler saglamasi buna 1yi bir
ornektir (Kotan ve ark., 2025). Perinatal ¢alismada ise MPA + kNN
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ile secilen bes 6zelligin klinik a¢idan anlamli bulunmasi, modelin
aciklanabilirligini ve klinik giivenilirligini gli¢lendirmistir (Ogur ve
ark., 2023).

Gizlilik, glivenlik, adalet ve agiklanabilirlik, derin 6grenme
tabanli 6neri ve kestirim sistemlerinin yalnizca teknik degil, aym
zamanda etik ve hukuki agidan da saglam temellere oturmasini
gerektirir. Son bolimde, bu biitiin ¢ergeve 1s1ginda arastirma
bosluklar1 ve gelecek ¢alisma yonleri tartigilacaktir.

Arastirma Bosluklar1 ve Gelecek Calismalar

1. Oneri Sistemlerinde Gelisen Mimariler ve Uygulama
Bosluklan

Oneri sistemleri literatiiriinde, klasik icerik tabanli ve
isbirlikei filtreleme yaklagimlarindan gémme tabanli derin modeller,
GNN ve Transformer temelli sirali 6neri sistemlerine uzanan giiclii
bir teorik gelisim gozlenmektedir (Zhang ve ark., 2019; Wu ve ark.,
2023; Petrov & Macdonald, 2024). Bununla birlikte, bu gelismis
mimarilerin kurumsal bilisim sistemlerinde genis Olgekte ve
sistematik bicimde hayata gecirilmesi halen sinirlidir.

Ozellikle:

e GNN ve hibrit mimarilerin ERP, CRM, B2B SaaS gibi
biiyiik o6l¢ekli kurumsal ortamlara entegrasyonunun
maliyetleri ve bakim gereksinimleri,

e aciklanabilir ve giivenilir Oneri sistemlerinin tasarimu,

e cok kanalli1 ve ¢ok modlu Oneri sistemlerinin kurumsal
baglamda uygulanmasi

onemli arastirma ve uygulama bosluklar1 olarak durmaktadir (Burke,
2002; Quadrana ve ark., 2018; Zhang ve ark., 2024).
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2. Zaman Serisi Kestiriminde Uzun Ufuk, Belirsizlik ve Cok
Gorevli Ogrenme

Derin 6grenme tabanli zaman serisi kestiriminde LSTM,
GRU, CNN/TCN ve Transformer mimarilerinin kisa ve orta vadeli
tahminlerde giiclii performans sergiledigi ¢ok sayida c¢alisma ile
gosterilmistir (Fawaz ve ark., 2019; Lim & Zohren, 2021; Nie ve
ark., 2023; Liu ve ark., 2024). Buna karsin:

e uzun vadeli kestirim ve belirsizlik modelleme (olasiliksal
tahmin, giiven araliklar1),

o farkli zaman Olgeklerinde (saatlik ve giinliik gibi) ve
farkli bolgeler/segmentler i¢in es zamanli tahmin yapan
cok gorevli (multi-task) modeller,

e kavram  kaymasmma  duyarl, kendi  kendini
giincelleyebilen adaptif derin zaman serisi modelleri

konularinda, oOzellikle kurumsal bilisim  sistemleri
baglaminda genis 6l¢ekli uygulamalara ihtiyag vardir.

3. Meta-Sezgisel Ozellik Secimi ve Derin Ogrenme
Entegrasyonu

Bu boliimde sunulan iki vaka (perinatal anksiyete/depresyon
tespiti ve SaaS churn kestirimi), meta-sezgisel optimizasyon
algoritmalarinin (MPA, WOA) 6zellik se¢imi baglaminda giiglii bir
cergeve sundugunu gostermektedir (Ogur ve ark., 2023; Kotan ve
ark., 2025). Ancak bu yaklasimin derin 6grenme mimarileriyle
biitiinlestirilmesi heniiz baslangi¢c asamasindadir.

Gelecek caligsmalar i¢in:

e derin aglarin ara katmanlarindan elde edilen gémme
temsilleri lizerinde meta-sezgisel tabanli se¢im ve boyut
indirgeme,
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e meta-sezgisel algoritmalarin kararlilik (stability) ve
genellenebilirlik analizleri,

e dogruluk, aciklanabilirlik, veri toplama maliyeti ve karar
verme sliresini birlikte optimize eden ¢ok amagli (multi-
objective) meta-sezgisel cergeveler

Onemli arastirma basliklar1 olarak 6ne ¢ikmaktadir.

4. Alan Uzmani isbirligi, Aciklanabilirlik ve Kullanic1 Merkezli
Tasarim

Vaka ¢alismalarinda goriildiigii tizere, derin 6grenme tabanl
modellerin ¢iktilarinin alan uzmanlariyla birlikte yorumlanmasi,
hem modelin agiklanabilirligini artirmakta hem de pratik uygulama
degeri yaratmaktadir (Ogur ve ark., 2023; Kotan ve ark., 2025).
Buna karsin, bircok akademik calismada model degerlendirmesi
agirlikli  olarak istatistiksel metrikler {zerinden yapilmakta;
klinisyenler, miihendisler veya yoneticiler gibi nihai kullanicilarin
geri bildirimleri sinirli kalmaktadar.

Gelecek calismalar igin:

e ortak tasarim (co-design) yaklagimlarinin
yayginlastirilmast,

o ctkilesimli agiklama sistemlerinin (kullanicinin “6zellik
degisseydi ne olurdu?” sorusuna yanit alabildigi
araylzler) gelistirilmesi,

e derin 6grenme tabanl sistemlerin uzun vadeli etkilerini
inceleyen boylamsal ¢aligsmalarin artirilmasi

onemli yonelimlerdir.

Onceki boliimlere dayanarak, derin 6grenmeye dayali 6neri
ve tahmin sistemlerinin temel avantajlar1 ve kalan zorluklar
asagidaki gibi 6zetlenebilir (Tablo 4).
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Tablo 4 — Avantajlar ve Zorluklar

Avantajlar Zorluklar ve acik sorunlar
« Farkl: (heterojen) verilerden zengin, yiiksek « Egitim ve dagitim i¢in yiiksek veri ve
boyutlu temsiller (embeddings) 6grenme hesaplama gereksinimleri;
yetenegi; » Karmasik derin modellerin sinirlt
» Karmasik ve yiiksek derecede dogrusal yorumlanabilirligi ve agiklanabilirligi;
olmayan ortamlarda gelismis dogruluk; * Hiperparametre ayarlama ve mimari arama
» Zamansal, sirali ve baglamsal bilgilerin daha | siireglerinin hala gii¢ olmast;
iyi modellenmesi; « Biiyiik 6l¢ekli dagitimlarda gizlilik, adalet ve
* Coklu-modlu (metin, gorsel, grafik, zaman etik konular;
serisi) 6grenmeyi destekleme; » Mevcut bilgi sistemleri ve eski (legacy)
» Ham giinliik (log) verilerden 6nerilere kadar | altyapilarla entegrasyon
uctan uca §grenme potansiyeli

5. Bu Boliimiin Katkilar1 ve Genel Degerlendirme

Bu kitap boliimii, bilisim sistemlerinde derin 6grenme tabanl
oneri ve kestirim sistemlerine iliskin literatiirii biitiinciil bir bakis
acistyla ele alarak; temel kavramlar ve model ailelerini, gergek
diinyadan ii¢ somut vaka calismasiyla birlikte degerlendirmeyi
amagclamistir. Oneri sistemleri ve zaman serisi kestirimine ydnelik
derin mimariler, bilisim sistemleri mimarisindeki konumlari,
performans ve Olgeklenebilirlik boyutlar1 ile birlikte tartigilmas;
gizlilik, giivenlik ve etik sorularina dikkat ¢ekilmistir.

Sunulan vaka analizleri:

e glines enerjisi iliretim kestiriminde veri ¢ozliniirliigii ve
model se¢imi iligkisinin,

e perinatal anksiyete ve depresyon tespitinde meta-sezgisel
0zellik secimi ve klinik aciklanabilirligin,

e SaaS ortaminda miisteri kaybi1 kestiriminde ise isletme
verisi lizerinde calisan meta-sezgisel tabanli 6zellik
se¢ciminin

nasil pratik sonuglara doniistiiriilebilecegini gostermektedir (Carkli

Yavuz & Aksoy Tirmikgi, 2025; Ogur ve ark., 2023; Kotan ve ark.,
2025).
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Gelecek caligmalarin, burada tartigilan arastirma bosluklarini
ele alirken yalnizca teknik performansa degil, ayni zamanda
kurumsal entegrasyon, kullanict giiveni, etik sorumluluk ve
aciklanabilirlik boyutlarina da biitlinciil bir bakis agisiyla yaklagmasi
beklenmektedir. Boylece, derin 6grenme tabanli 6neri ve kestirim
sistemlerinin, bilisim sistemleri iginde siirdiiriilebilir, giivenilir ve
toplum yararina hizmet eden bilesenler haline gelmesi miimkiin
olacaktur.
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BOLUM 10

SNACKCHECK: URUN iCERIGIi FILTRELEME
VE YORUMLAMA UYGULAMASI

Ahsen GUNES!
Ahmet Hakan GUNES?
Kamil ORMAN?
Giris

Kronik hastaliklarin  (diyabet, hipertansiyon, ¢06lyak
hastaligi, laktoz intoleransi vb.) modern toplumlarda giderek artis
gostermesi, bireylerin giinliikk yasamlarinda tiikettikleri gida
driinlerini  saglik durumlarma gore se¢meleri gerekliligini
dogurmustur. Ozellikle atistirmalik {iriinlerin icerik bilgilerinin
karmagik yapisi, etiketlerin okunmasmin zorlugu ve lriin
cesitliliginin fazlaligi, kullanicinin dogru ve bilingli tercih yapmasini
giiclestirmektedir. Bu durum, kisisellestirilmis beslenme oOnerileri

sunan dijital saglik uygulamalarina olan ihtiyaci artirmaktadir.

! Lisans Ogrencisi, Erzincan Binali Yildirim Universitesi, Bilgisayar Miihendisligi
Boliimii, Orcid: 0009-0006-4440-5757
2 Lisans Ogrencisi, Erzincan Binali Y1ldirim Universitesi, Bilgisayar Miihendisligi
Boliimii, Orcid: 0009-0004-1072-6910
% Dog. Dr., Erzincan Binali Yildiim Universitesi, Bilgisayar Miihendisligi

Béliimii, Orcid: 0000-0002-7236-9988
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Literatlirde saglik odakli beslenme uygulamalarin sayisi
artmakla birlikte, mevcut sistemlerin 6nemli bir kismi1 kullanicilarin
saglik profilleriyle uyumlu iiriin filtreleme, iiriin icerik analizi ve
gorsel Uriin tanima gibi ileri teknolojileri yeterince entegre
edememektedir. Wang Y., vd. ve Klasnja ve Pratt’ in sunduklar
caligmalar kisisellestirilmis saglik uygulamalarinin kullanicinin
yasam kalitesini artirmada 6nemli rol oynadigimi vurgulasa da, bu
caligmalar gorsel tanima teknolojileri ve yapay zeka destekli icerik
analiziyle sinirli entegrasyona sahiptir (Wang Y. vd., 2020, Klasnja
ve Pratt, 2012 ).

Bu calisma, s6z konusu eksiklikleri gidermeye yonelik
olarak kullanicilarin saglik profilleri dogrultusunda iiriin igeriklerini
analiz eden, iirlinleri filtreleyen ve gorsel tanima araciligiyla hizlh
iirlin sorgulama imkani saglayan bir mobil uygulama gelistirmeyi
amaclamaktadir. Projede Google Cloud AutoML ve TensorFlow Lite
kullanilarak {irlin tanima modeli olusturulmus, iirlin igerikleri yapay
zeka ile yorumlanmas, tiiketilebilirlik skorlar1 belirlenmis ve SQLite
tabanl1 bir veritabanina entegre edilmistir. Mobil uygulama Android
Studio ortaminda Java dili ile gelistirilmistir.

Bu yonleriyle calisma, saglik verileri ile {irlin igerik
bilgilerinin yapay zeka destekli yorumlanmasini saglayan yenilik¢i
bir yaklagim sunmakta, kullanicilarin saglik durumlarina uygun gida
tercihleri yapmasmi kolaylagtirarak mobil saglik teknolojileri
alaninda 6nemli bir katk: saglamaktadir.
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Amac

Bu calismanin temel amaci, kullanicilarin saglik profillerine
uygun olarak gida iirlinlerinin 6zellikle atigtirmaliklarin igeriklerini
analiz eden, bu analizlere dayanarak diriinleri tiiketilebilir veya
tikketilemez seklinde smiflandiran, ayni zamanda gorsel tanima
yoluyla iiriin igeriklerine hizli erisim saglayan bir mobil uygulama
gelistirmektir.

Asagidaki alt amaglar dogrultusunda calismanin kapsami
sekillendirilmistir:

e Kullanicilarin saglik profillerini dikkate alarak {iriinlerin
zararli igeriklerini belirleyen ve tiiketilebilirlik skorlarini
hesaplayan bir yapay zeka modeli olusturmak.

e Uriinlerin manuel arama, kategori filtreleme veya gorsel
tanima araciligiyla hizli sekilde bulunabilmesini saglamak.

e Kaullaniciya, satin almak istedigi iirliniin igerik bilgisi, zararl
bilesenleri ve kisiye 6zel tiiketim Onerilerini anlasilir bir
arayiizle sunmak.

e Aligveris sirasinda iirlin etiketlerini inceleme gereksinimini
ortadan kaldirarak daha hizli ve bilingli karar verme siireci
olusturmak.

o Kigsisellestirilmis beslenme Onerilerini mobil ortama
tastyarak kronik hastalik yonetimini desteklemek.

Materyal ve Yontem
a. Veri Toplama Siireci

Veri toplama faaliyetleri 2025 yilinin Ocak—Subat aylarinda
gerceklestirilmistir. Veri kaynaklari ii¢ temel baslikta toplanmistir:
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e Uriin icerik verileri

Migros’un c¢evrim i¢i satis platformundan alian {iriin
icerikleri ve besin degerleri, yapay zeka yardimiyla sagliga zararl
iceriklerin ve hastaliga gore tiiketilebilirlik skorlarinin hesaplanmasi
i¢in iglenmistir.

e Kullanici profilleri

Kullanicilarin kronik hastalik bilgileri ve beslenme tercihleri
uygulamaya kayit esnasinda alinmistir.

e (0rsel veri seti

Uriin gorselleri manuel olarak ¢ekilmis, Google AutoML
iizerinde egitilen goriintli isleme modelinin olusturulmasinda
kullanilmustir.

b. Kullanilan Teknolojiler ve Platformlar
SQLite: Uriin ve kullanici verilerinin depolanmast.
Android Studio & Java: Mobil uygulamanin gelistirilmesi.
Google Cloud AutoML: Gorsel {iriin tanima modelinin
egitimi.
TensorFlow Lite: Egitilen modelin uygulamaya entegre

edilmesi.

DB Browser: Veritabani tasarimi ve veri diizenleme
islemleri.

c. Veri Setinin Hazirlanmasi

Migros platformundan ¢ekilen {iriin igerikleri yapay zeka
araciligiyla analiz edilerek her {iriin i¢in:

e Zararl igerik listesi,

e Hastaliklara gore tiiketilebilirlik skorlari,
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e Uriin icerik dzetleri,

olusturulmustur. Bu bilgiler Sekil 1’de gosterildigi gibi
yapilandirilmis bir veri setine doniistiiriilmiis ve SQLite veritabanina
aktartlmistir.

kategori  igindekiler gsz shz chz thz liz ¥ sy cy ty liy urunresim

< Trie _Jrive Jrive Jrive Jive Jive Jree [ T [ [t rine s

1 .. ciko.. Su, .. Sek.. Yi. Di.. Ya. 1 3 (1] v}

2 .. ciko.. Seker,.. Sek. Y. ta.. 1 3 (] o

3 al.. Et.. ciko.. Su, .. Sek.. Yi.. Bu.. Sd.. 1 3 3 o

4 ul.. Ul.. ciko.. $Seker,.. Sek.. Or.. Bu. ta.. 1 2 3 o

5 sn.. Sn.. ciko.. sgeker,.. gek. Yi. Or.. ya.. 1 3 0 2

3 ne.. Ne.. ciko.. Tam .. Sek.. Yu. Ta.. Or.. ta. 1 3 3 2

7 bo.. Bo.. ciko.. geker,.. Sek. Yi. bu. Di. ta. 1 3 3 [¢]

8 zu... Zi.. ciko.. Hurma,.. Hur.. Yi. 1 3 0 v

9 zu.. Zi.. ciko.. Hurma,.. Hur. Yi. 1 3 (] o

10 2zu.. Zi.. ciko.. Hurma,.. Hur. Yd. 1 3 (1] o [s] u:_::unlo.jpg
11 ci.. Ci.. cips.. Patate.. Bit.. Di.. Ya.. 1 1] ] 3 0 ur_urunll.jpg
12 la.. La.. cips.. Patate.. Tuz Di... Ya.. 1 0 1] 3 0 ur_urunl2.j

13 do.. Do.. cips.. Masar, .. Dii.. Dii...

-
o
o
w
o

14 ch.. Ch. cips.. Patate.. Bit.. Di. Yii..

ur_urunlé.jpg

Sekil 1 Kullanilan SQL veritabani

d. Yapay Zeka Siireci

Uygulamanin karar mekanizmasin1 olusturan yapay zeka
modeli:

e  Uriin igeriklerini,
e Kullanicilarin hastalik profillerini,
e Zararl igerik ve tiiketilebilirlik skorlarini,

birlikte degerlendirerek kisiye 0Ozel tiiketim yorumlari
uretmektedir.

Bu model, bulanik mantik yaklasimina benzer bir yap: ile
caligmakta ve kullaniciya iiriiniin:

e Tiketilebilir,
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e Kontrollii tiiketilebilir,
e Tiiketilmemelidir,

seklinde kategorize edilen ¢iktilarini sunmaktadir.

e. Gorsel Tanima Siireci

Google AutoML iizerinde egitilen model TensorFlow Lite
formatia doniistliriilerek uygulamaya entegre edilmistir. Kullanici
kamerayla bir {irtiniin fotografini ¢ektiginde sistem ilgili iiriinii tanir
ve eslesen dtriinle ilgili icerik bilgilerini sunar. Benzerlik esigi
%90’1n altinda olan durumlarda kullanici bilgilendirilir.

f. Uygulama Arayiizii Tasarimi1
Uygulama asagidaki temel arayiizlerden olugmaktadir:

e Ana ekran

5479 & vt . van

"‘
SnackCheck
Saglk Destek Uygulamasi
“"
SnackCheck
Saglik Destek Uygulamasi
. — ]
(a) (b)

Sekil 2 Snackchek uygulamast agilis(a) ve karsilama(b) ekranlart

--193-



Uygulama  ac¢ildiginda 5  saniye splash  ekrani
goriintiilenmekte  (Sekil  2-a) ve karsilama  ekranina
yonlendirilmektedir (Sekil 2-b).

e Giris ve kayit ekranlari

6140 & var 6146 6 win
« GIRIS EKRANI « KAYIT EKRANI
SnackCheck
‘a‘
KAYIT OL
SnackCheck
o
GiRI$ YAP
Kui
e St Oduunaz Rabatselilar

(@)
Sekil 3 Snackchek uygulamasi giris(a) ve kayit(b) ekranlari

e Uriin arama, filtreleme ve siralama ekranlari

p—

Filtreler ve Siralama
[ ]
E [R—— ]
G e (i)

FLTRE DURUMU

O Fie o

TUKETHEME DRONLER -

O Kt ot

[CLEY

Ozl Sorgu Segeacklerl

Sekil 4 Snackchek uygulamast iiriin arama(a) ve filtreleme(b)

ekranlar
--194--



e Uriin icerik ekrani

59 vin 59 156 & van
URON BiLGISI - ORON BiLGISI
“ kel Zara ek Ortn Bigia Ontin oy vk Uren Bigeer [rap— 2o cenn

GENEL SAGLIGA ZARARLI IGERIK

£ e ey [
e &
oc=

S 200 Biskini 18.G

TUKETIM YORUMU
Orind kontrolls toketebilirsiniz.

DETAYLI YORUM ~
‘yoker glukoz-fruktoz girubu, ghukoz siruba,
a5 (palm, pamuk, kanola)

bithisel aygicek, anola).
St 85 Kabact Ao
COLYAX HASTALIGINA ZARARLIIGERIK  ~ oot et
TANSIYON HASTALIGINA ZARARLI iGERIK A
LAKTOZ INTOLERANSINA ZARARLI IGERIK ~

(b) (c)
Sekil 5 Snackchek uygulamasu iiriinlerin igeriklerinin kullaniciya

gosterildigi ekran (a), zararl icerik gosterim ekrani(b), iiriin
tiiketim yorumu ekrani

e Profil goriintiileme ve gilincelleme ekranlar

L) i 6126 @ var
(2 KULLANICI PROFILI <« PROFIL GUNCELLEME
[
Root
[ d
- Soptsmintz
User
Root User
Vagmz
@root 0
o E-posts Adresiniz
= root@example com
Vastahk Bigiert
E-posta: (O seker Mastal
root@example.com (00 Golyak Hastaiin
O Hpertansiyon
Hastalk Bigilert

O Laktez toleranss
Hastalginiz Bukinmamaktadir

PROFILI DOZENLE

HESAPTAN GIK

PROFILI GUNCELLE

(@ (b)

Sekil 7 Kullanicinin profilini goriintiileyebildigi (a) ve
giincelleyebildigi (b) arayiiz ekrant
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Her arayiiz sade, kullanici dostu ve tiim yas gruplarina uygun
tasarlanmustur.

Literatiirdeki benzer uygulamalar ve kiyaslanma
a. NutrifyAl (Han ve arkadaglari, 2024)

Bu sistem, yapay zeka destekli yemek tanima ve besin
analizini bir araya getirerek kullanicilara kisisellestirilmis 6giin
oOnerileri sunmaktadir. YOLOv8 modeli ile gidalar yiiksek
dogrulukla taninmakta, Edamam API iizerinden alinan besin bilgileri
ile kullaniciya 6zel 6giin planlamasi yapilmaktadir. Gergek zamanl
caligmasi sayesinde bireylerin daha saglikli ve bilingli beslenme
kararlar1 almasina yardimci olmaktadir.

b. Smart Dietary Assistant (Nossair ve El Housni, 2024)

Bu uygulama, oOzellikle diyabet hastalari  igin
kisisellestirilmis beslenme oOnerileri sunmayr hedeflemektedir.
Grounding DINO modeli kullanilarak etiketlenmemis veriler
iizerinde yliksek dogrulukta gida tanima gergeklestirilir. Uygulama,
kullanic1 profiline gore beslenme Onerileri sunarak saglikli yagam
tarzi secimlerini desteklemektedir.

c. Spokin Uygulamasi

Spokin, gida alerjisi olan bireyler i¢in gelistirilmis bir mobil
uygulamadir. Kullanicilar, alerji tiirlerini profillerinde tanimlayarak
kendilerine uygun iriinleri filtreleyebilir ve diger kullanicilarin
deneyimlerine dayali  degerlendirmelerden  yararlanabilirler.
Uygulama, 78 farkli alerjeni takip edebilme 6zelligi ile kullanicilarin
giivenli gida seceneklerine ulagmasini saglar.
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d. FoodAlI (Singapore Agency for Science, Technology
and Research, 2020)

FoodAl, kullanicilarin akilli telefonlar1 araciligiyla ¢ektikleri
gida fotograflarmi analiz eden bir sistemdir. Derin Ogrenme
teknikleri ile gida Ogeleri tespit edilmekte ve besin degerleri
hesaplanmaktadir. Ayrica, kullanicinin saglik durumuna gore
Ozellestirilmis diyet planlar1 sunabilmekte, bu sayede saglik
hedeflerine uygun beslenme desteklenmektedir.

e. CalorieMama Al (Azumio Inc.)

CalorieMama Al, gida tanima ve kalori hesaplama
konusunda giiglii bir yapay zeka uygulamasidir. Mobil cihazlar
iizerinden fotografla gida tanima gergeklestirilirken, genis veri
taban1 sayesinde besin igeriklerine erisim saglanmaktadir.
Kullanicilarin diyet hedeflerine uygun kisisellestirilmis Oneriler
sunmakta ve beslenme aligkanliklarinin 1iyilestirilmesine destek
olmaktadir.

Gelistirilen SnackCheck uygulamasi ile kullanicilarin Seker
hastaligi, Colyak hastaligi, Hipertansiyon ve Laktoz intoleransi
rahatsizliklart dikkate alinarak uyarilarda bulunacak bir mobil saglik
uygulamas1 gelistirilmis ve yukaridaki benzer uygulamalar ile
kiyaslanma tablosu asagida verilmistir.
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Tablo 1 SnackCheck uygulamasinin diger benzer uygulamalar ile

kiyaslanmasi
Uveulama Goriintii  ||Kisisel |[Hastahk ||Al Karar Aciklama
e Tanima Profil (|Odakh Sistemi §
Siirh Recete
Nutrify Al (beslenme || X ege
o Oneriyor
tipi)
Smart Dietary % Diyabete
Asst. (diyabet) odakli
. Topluluk
Spokin X @leriiy  |I% temelli
GOortinti
FoodAl X X X tanima giiglii
CalorieMama X X X Sadece kalori
Uveulama Kapsamli
(S}rllickCheck) (AutoML- (¢oklu (bulanik ||filtreleme,
TFLite) hastalik)  ||mantik) |[yorum
Sonug¢

Bu c¢alisma kapsaminda gelistirilen mobil uygulama,
kullanicillarin  saglik profilleri ile {riin igerik bilgilerini
biitiinlestirerek kisiye 6zel beslenme yonlendirmesi sunan yenilik¢i
bir sistem ortaya koymustur. Uygulama, manuel arama veya gorsel
tanima yoluyla iirlinleri tespit edebilmekte, hastaliklara gore zararlh
icerikleri belirleyebilmekte ve kullaniciya kisisellestirilmis tiiketim
Onerileri sunmaktadir.
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Literatiirdeki benzer uygulamalarla karsilagtirildiginda bu
calismanin:

e (Coklu hastalik profili destegi,

e Yapay zeka ile analiz edilen 6zgiin veri seti,

e Gorsel lirlin tanima entegrasyonu,

e Tiiketilebilirlik skorlarina dayali yorum iiretme kabiliyeti,

acisindan daha kapsamli bir ¢dziim sundugu goriilmektedir.

Gelistirilen sistem, kullanicilarin aligveris sirasinda daha
bilingli tercihler yapmasina yardimci olmakta ve 6zellikle kronik
hastalig1 bulunan bireylerin yasam kalitesine katki saglamaktadir.
Ayrica, lriin igeriklerinin yapay zeka ile analiz edilmesi saglik
teknolojilerinde biiylik bir yenilik alani olusturmakta ve ileride
yapilacak caligmalara 151k tutmaktadir.
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BOLUM 11

6G AGLARINDA GOMULU ZEKA VE DAGITIK
YAPAY ZEKA MIMARILERI: LITERATUR
TARAMASI

SEMiH KAHVECI!

RAMAZAN AKKURT?

Giris
Kablosuz iletisim teknolojileri, her on yilda bir ger¢eklesen
nesil gegisleriyle birlikte toplumsal ve endiistriyel yasami kokten
degistiren yenilikler sunmustur (Gupta & Jha, 2015). 5G aglar,
yuksek bant genisligi ve diisiik gecikme siireleri ile Nesnelerin
Interneti (IoT) ekosistemini genisletmis olsa da gelecegin hiper-
baglantili diinyasinin gereksinim duydugu tam otonom, ultra-
giivenilirlik ve gercek zamanli baglamsal farkindalik taleplerini
karsilamakta yetersiz kalmaktadir. Bu noktada 2030'lu yillarda
ticarilesmesi beklenen 6G teknolojisinin iletisimi sadece veri
transferi odakli bir silire¢ olmaktan ¢ikarip bilgi ve zekanin dagitimi
tizerine kurulu yeni bir paradigmaya tasimayi hedeflemektedir

' Ars. Gor. Dr, Mersin Universitesi Miihendislik Fakiiltesi, Bilgisayar
Miihendisligi, Orcid: 0000-0002-1495-6295

2 Ars. Goér., Mersin Universitesi Miihendislik Fakiiltesi, Bilgisayar Miithendisligi,
Orcid: 0000-0003-2319-9887
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(Latva-aho & Leppénen, 2019; Saad vd., 2019). Bu yeni donemin en
belirgin dzelligi Yapay Zeka ve Makine Ogrenmesi algoritmalarinin
agin merkezinden (Core) en u¢ noktalarmma (Edge) kadar her
katmana derinlemesine entegre edilmesidir. Yerel Yapay Zeka olarak
adlandirilan bu yaklasim agin degisen cevresel kosullara, trafik
yogunluguna ve kullanici taleplerine milisaniyeler igerisinde insan
miidahalesi olmaksizin adapte olabilmesini  saglamaktadir.
Geleneksel merkezi bulut tabanli zeka modellerinin yarattigi
gecikme ve giivenlik risklerine bir ¢6ziim olarak ise Dagitik Yapay
Zeka mimarileri 6ne ¢ikmaktadir.

Bu calismada, 6G aglarinda gomiilii zeka ve dagitik yapay
zeka mimarilerini ele alan giincel literatiir sistematik bir sekilde
incelenmistir. Caligma kapsaminda kendi kendini iyilestiren (self-
healing) ag mimarileri, enerji verimliligi icin siirdiiriilebilir yapay
zeka ¢oziimleri, siber giivenlik tehditlerine kars1 gelistirilen proaktif
savunma mekanizmalar1 ve liretken yapay zekanin iletisimdeki roli
gibi kritik temalar alanin 6nde gelen arastirmacilarinin bulgular
1s181inda sentezlenmistir. Bu ¢aligmanin genel perspektifi 6G'nin
teorik vizyonu ile pratik uygulama zorluklar1 arasindaki iligkiyi
ortaya koyarak gelecekteki arastirmalar igin bir yol haritasi
sunmaktir.

Literatiir Cercevesi

Calisma kapsaminda ele alinan yaymlarin genel g¢ergevesi
tablo 1’de sunulmugstur. Khara ve diger aragtirmacilar tarafindan ele
alian ¢alismada 6G ag mimarisinin "Yerel Yapay Zeka" (Native Al)
entegrasyonu sayesinde nasil otonom, kendi kendini organize eden
ve lyilestiren (self-healing) bir yapiya doniisecegi incelenmistir
(Khara vd., 2024). Calisma karasal, uydu ve su alt1 aglarini kapsayan
biitiinlesik bir 6G mimarisi 6nererek dagitik yapay zeka ve mobil ug
bilisimin (MEC) agin her katmanina entegrasyonunu ve bunun
gerekliliklerini detaylandirmaktadir. Ozellikle kanal tahmini ve
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konumlandirma gibi iglemler i¢in Konvoliisyonel Sinir Aglari
(CNN) gibi denetimli 6grenme yontemleri Onerilirken kaynak
yonetimi i¢in pekistirmeli O6grenme tekniklerinin kullanildig:
spesifik bir eslestirme tablosu sunulmustur. Ayrica Neredeyse Sifir
Giicli (AZP) IoT cihazlarinin donanim kisitlamalari, giivenlik
tehditleri ve gercek zamanli veri isleme zorluklarina dikkat ¢ekilerek
ag dilimleme ve dijital ikiz teknolojilerinin bu stiregteki kritik rolleri
vurgulanmistir. Janbi ve diger aragtirmacilar, 6G ve Internet of
Everything (IoE) ortamlar1 i¢in "Hizmet Olarak Dagitik Yapay
Zeka" (DAIaaS) gercevesini Onererek yapay zeka egitim ve ¢ikarim
stireclerinin cloud, fog ve edge katmanlar1 arasinda nasil dagitilmasi
gerektigini incelemislerdir (Janbi vd., 2020). Calismada smart
airport ve smart district gibi gercek hayat senaryolari iizerinden
gelistirilen modellerle merkezi cloud tabanl sistemlere kiyasla edge
ve fog computing entegrasyonunun etkileri analiz edilmistir.
iFogSim simiilasyon araci kullanilarak yapilan testlerde Onerilen
dagitik mimarinin ugtan uca gecikmeyi, ag kullanimini ve enerji
tiiketimini onemli Olgiide azalttig1 ve ozellikle yogun edge cihaz
senaryolarmmda gecikmenin saniyeler mertebesinden milisaniyeler
seviyesine diistiigii gézlemlenmistir. Bu bulgular 6G'nin sundugu
ultra diisiik gecikme ve yliksek bant genisligi olanaklarinin yapay
zeka hizmetlerinin agin kenarlarina tasinmasiyla birlestiginde akilli
sehir uygulamalar1 i¢in siirdiiriilebilir ve yiiksek performansl
c¢Ooziimler sundugunu ortaya koymaktadir. Letaief ve diger
arastirmacilar, 6G aglarmin "connected things" kavramindan
"connected intelligence" vizyonuna evrilmesinde Edge Al
teknolojisinin doniistiiriicii roliinii ve bu siirecteki temel uygulama
zorluklarint kapsamli bir sekilde incelemislerdir (Letaief vd., 2022).
Calismada merkezi cloud tabanli yapay zeka sistemlerinin neden
oldugu yiiksek gecikme, bant genisligi darbogazlan ve gizlilik
sorunlarina ¢oziim olarak model training ve inference islemlerinin
agm kenarlarina tasmmas: oOnerilmektedir. Ozellikle Federated
Learning ve split learning gibi merkeziyetsiz 6grenme tekniklerinin
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veriyi kaynaginda isleyerek gizliligi korudugu ve iletisim yiikiinii
azalttigt  vurgulanmistir.  Yazarlar sensing, communication,
computation ve intelligence bilesenlerini biitiinlesik bir mimaride
birlestiren biitlinciil bir sistem tasarimi sunarken Over-the-Air
Computation ve semantic communication gibi yenilik¢i fiziksel
katman teknolojilerinin 6nemine dikkat ¢ekmislerdir. Bu yaklasim
otonom siirlis ve endiistriyel [oT gibi ultra diistik gecikme gerektiren
uygulamalar i¢in 6lgeklenebilir ve glivenilir bir altyapi saglamay1
hedeflemektedir. Yang ve diger aragtirmacilar tarafindan ytriitiilen
calismada, 6G aglarinin "knowledge discovery", "smart resource
management" ve "automatic network adjustment" yeteneklerine
kavugmasi amaciyla dort katmanli bir "Al-Enabled Intelligent
Architecture”" 6nerilmistir (Yang vd., 2020). Onerilen bu mimari
fiziksel ortamdan veriyi algilayan Intelligent Sensing Layer, biiyiik
veriyi isleyen Data Mining and Analytics Layer, agin kendi kendini
optimize etmesini saglayan Intelligent Control Layer ve kullanicilara
Ozellestirilmis  hizmetler sunan Smart Application Layer
yapilarindan olugmaktadir. Calismada 6zellikle Fog-RAN kaynak
yonetimi problemi bir Markov Decision Process (MDP) olarak
modellenmis ve bu problemin ¢6zliimii i¢in Q-learning ile SARSA
gibi Reinforcement Learning algoritmalar1 entegre edilmistir.
Heterojen IoT senaryolarinda gergeklestirilen simiilasyon sonuglari
Onerilen yapay zeka tabanli yaklasimin agin hizmet kalitesini (QoS)
artirdigin1 ve IoV (Internet of Vehicles) gibi dinamik ortamlarda
sinyal girisimini minimize ederek daha giivenilir bir iletisim
altyapist  sagladigin1  gostermektedir. Alhammadi ve diger
arastirmacilar tarafindan yapilan bu c¢alismada, 6G kablosuz
aglarinda yapay zekanin (Al) rolii, sundugu firsatlar ve karsilasilan
temel zorluklar kapsamli bir sekilde incelenmistir (Alhammadi vd.,
2024). Calisma Terahertz Communication, Reconfigurable
Intelligent Surfaces (RIS) ve hyper-connected edge computing gibi
gelismekte olan teknolojilerin Al ile entegrasyonunu detaylandirarak
bu birlesimin ag performansini nasil optimize ettigini analiz
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etmektedir. Ozellikle big data analytics, mobility management ve
intelligent resource management gibi uygulama alanlarinda Al
algoritmalarimin veri trafigini yonetme ve kullanici deneyimini
iyilestirme potansiyeli vurgulanmistir. Yazarlar massive data
handling, enerji verimliligi ve Al algoritma karmasiklig1 gibi teknik
engellerin yami sira gilivenlik ve gizlilik sorunlarina da dikkat
¢ekerek bu zorluklarin asilmasi i¢in ¢éziim Onerileri sunmuslardir.
Son olarak intelligent spectrum management, autonomous networks
ve Al-enabled satellite networks gibi gelecek trendleri tartisilarak
kendi kendini iyilestiren (self-healing) ve organize eden 6G
sistemlerinin vizyonu ortaya konmustur.

Tablo 1: 6G literatiir ¢ercevesi

Yazarlar Y1l Calisma Kapsami Odak Kavram
INative Al (Yerel Yapay Zeka) ile
otonom ve kendi kendini iyilestiren |[Embedded
6G mimarisi (Abdulrageb, ve Intelligence
digerleri, 2024)

Cloud, Fog ve Edge katmanlar
Janbi vd. 2020 |arasinda "Hizmet Olarak Dagitik  |Distributed Al
Yapay Zeka" (DAIaaS)
Merkeziyetsiz 6grenme ve Edge Al
ile "Connected Intelligence" vizyonu
4 katmanl akilli ag§ mimarisi ve

Khara vd. 2024

Letaief vd. 2022 Distributed Al

e . . |Embedded
Yang vd. 2020 lfavlynak yonetimi i¢in pekistirmeli Intelligence
6grenme
Alhammadi 6G'de yapay zeka entegrasyonu, Embedded
2024  [firsatlar, zorluklar ve spektrum .
vd. e Intelligence
Onetimi
. 6G.V6.AI yaklnsamaisn HE.)tl$1m Embedded
Sanjalawe vd. 2025 |optimizasyonu ve giivenlik (Genel .
Intelligence

Derleme)

Bilissel zeka tabanli, kendi kendine

evrimlesen dagitik ag mimarisi

D"2D (Clha%dan Cihaza) 1let1§1m1 Distributed Al
Oneten dagitik yapay zeka ajanlar

IAki1ll1 sebekeler (Smart Grids) i¢in  [Embedded

giivenli ve akilli enerji sistemleri Intelligence

Duan vd. 2022 Distributed Al

Toannou vd. 2022

Sanjalawe vd. 2025
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[U¢tan uca kaynak yonetimi i¢in
2023  |dagitik makine 6grenimi ve Native |Distributed Al
Al bilesenleri

IAmbient Intelligence (Ortam Zekasi)

Karachalios
vd.

Mohsin vd.  [2025  |ve Generative Al (Uretken Yapay Fmbedded
Intelligence
Zeka)
Semantic Communication ve Al- Embedded

Ogenyivd. 2025 INative mimarilerin entegrasyonu __[Intelligence

MLst deste}dl, gomulu zekaya Embedded
2023  |sahip Edge yonetim platformu (- .
Intelligence
Edge)
Gizlilik odakli dagitik zeka
\Vandikas vd. [2025 |(Distributed Intelligence) ve model [Distributed Al
asam dongiisii
[Entegre Algilama ve Edge Al Embedded
(ISEA) ile gorev odakli algilama Intelligence
Dagitik zeka ¢caginda baglanabilirlik | . .
ve kodlanmig dagitik he;gaplama Distributed Al
Core Network (Cekirdek Ag) icin  [Embedded
IAl-Native otomasyon ve giivenlik _|Intelligence
Siirdiiriilebilir (Green) 6G ve her

Psaromanolaki
s vd.

Liu vd. 2025

Talwar vd. 2021

Dede vd. 2025

You vd. 2025  |yerde bulunan zeka (Ubiquitous Embgdded
. Intelligence
Intelligence)
Calvanese 025 6GARROW projesi: Al-Native cihaz[Embedded
Strinati vd. ve ag biitiinlesmesi Intelligence
Tehdit tespiti i¢in derin gomiiler
- . Embedded
Paolini vd. 2023  ((Deep Embeddings) ve ger¢ek Intelligence

zamanli kiimeleme
Yapay zeka ve 6G yakinsamasi ile |[Embedded
endiistriyel doniisiim Intelligence

Butt & Shah 2025

Sanjalawe ve diger aragtirmacilar tarafindan ele alinan
caligmada, 6G aglarina Artificial Intelligence (AI) entegrasyonunun
iletisim optimizasyonu, dinamik kaynak tahsisi ve giivenlik gibi
kritik alanlardaki rolii ve gereklilikleri kapsamli bir sekilde
incelenmistir (Sanjalawe vd., 2025). Calisma Machine Learning,
Deep Learning ve Reinforcement Learning gibi teknolojilerin
predictive maintenance, trafik yonetimi ve energy efficiency gibi
uygulamalarda nasil kullamldigini detaylandirmaktadir. Ozellikle
intelligent network slicing, spectrum management ve dinamik
algoritmalarla desteklenen resource allocation siireglerinde Al'nin
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sagladigr verimlilik vurgulanmisgtir. Giivenlik tarafinda ise intrusion
detection, anomaly detection ve blockchain tabanli decentralized
security mekanizmalar1 ile 6G aglarinin karsilasacagi tehditlere
yonelik ¢oziimler sunulmustur. Yazarlar ayrica computational
overhead ve data privacy gibi uygulama zorluklarina dikkat ¢ekerek
gelecekteki arastirmalar igin Quantum Al ve Federated Learning gibi
teknolojilerin  potansiyelini  tartismislardir. Duan ve diger
arastirmacilar tarafindan hazirlanan calismada, 5G mimarisinin
yuksek karmasiklik, diisiik biligsel yetenek ve zayif anlik tepki gibi
kisitlamalarint agsmak amaciyla "Physical Network Layer" ve
"Intelligent Decision Layer" olmak {izere iki temel katmandan
olusan biligsel zeka tabanli dagitik bir 6G ag mimarisi onerilmistir
(Duan vd., 2022). Calismada, agin kendi kendine evrimlesmesini
(self-evolution) ve oOngoriillemeyen karmagsik servislere uyum
saglamasint miimkiin kilmak icin c¢ekirdek aga ve edge (uc)
birimlere entegre edilmis bir "Cognitive Network Function" (CNF)
yapist sunulmaktadir. Onerilen bu mimari, Knowledge Graph ve
hafif siklet karar verici ajanlar (decision-making agents) kullanarak
ag kaynaklarmi1 ve zeka servislerini dinamik olarak yonetmeyi,
boylece agi1 pasif bir iletisim borusu olmaktan ¢ikarip proaktif, kendi
kendini optimize eden otonom bir sisteme doniistiirmeyi
hedeflemektedir. Simiilasyon sonuglari, bu bilisgsel mimarinin
degisen hizmet gereksinimlerine ve ag kosullarina mevcut statik
mimarilere kiyasla ¢ok daha hizli ve verimli bir sekilde adapte
olabildigini gostermektedir. loannou ve diger arastirmacilar,
dinamik 5G/6G ortamlarinda Device-to-Device (D2D) iletisimini
yonetmek i¢in makine 6grenimi ile genisletilmis bir "Distributed
Artificial Intelligence Solution" (DAIS) plant O6nermislerdir
(Ioannou vd., 2022). Calismada, merkezi cloud yapilarindan edge
noktalarina kaydirilan zeka ile User Equipment (UE) iizerinde
calisan Belief-Desire-Intention (BDI) ajanlarinin, iletim modu
secimini otonom olarak nasil ger¢eklestirdigi incelenmistir. Onerilen
bu dagitik yap1, cihazlarin hareketliligi, hiz1 ve yon degisimleri gibi
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dinamik faktorleri hesaba katarak Spectral Efficiency (SE)
maksimizasyonu ve Power Consumption (PC) minimizasyonu
hedefler. Simiilasyon sonuglari, gelistirilen ¢ergevenin Distributed
Sum Rate (DSR) ve Single Hop Relay Approach (SHRA) gibi
yontemlere kiyasla daha kararli kiimeler ve verimli backhauling
baglantilar1 olusturdugunu, boylece kendi kendini organize eden
aglarin  (self-organizing networks) performansini artirdigini
gostermektedir. Sanjalawe ve diger arastirmacilar, Smart Grid
altyapilarinin 6G ve Artificial Intelligence (Al) entegrasyonu ile
nasil daha gilivenli, otonom ve siirdiiriilebilir hale gelecegini
kapsamli bir sekilde incelemislerdir (Sanjalawe vd., 2025:43).
Calisma geleneksel sebekelerin smirliliklarint agmak igin ultra-
reliable low-latency communication (URLLC), massive Machine-
Type Communications (mMTC) ve native Al gibi 6G yeteneklerinin
enerji sistemlerine nasil uyarlanabilecegini kapsamaktadir. Ozellikle
forecasting, anomaly detection ve grid optimization siireclerinde Al
tabanli iyilestirmeler ele alinirken bu teknolojilerin getirdigi system
heterogeneity ve veri gizliligi gibi zorluklara dikkat cekilmistir.
Yazarlar latency, trust ve interoperability sorunlarmi ¢ézmek
amaciyla edge intelligence ve explainable cybersecurity ¢oziimlerini
birlestiren "SAFES-6G" adinda yeni bir kavramsal c¢erceve
onermislerdir. Sonug¢ olarak edge-native intelligence ve privacy-
preserving analytics (6rnegin Federated Learning) gibi teknolojilerin
gelecegin direngli enerji sistemlerini insa etmede kritik firsatlar
sundugu vurgulanmistir. Karachalios ve diger arastirmacilar, 6G
aglarinda ugtan uca kaynak yonetimi i¢in dagitik makine 6grenimi
ve yerel yapay zeka (Native Al) olanaklarin1 kapsamli bir sekilde
incelemiglerdir (Karachalios vd., 2023). Calisma merkezi cloud
tabanli ¢Oziimlerin yetersiz kaldigi karmasik ve dinamik 6G
senaryolarinda oOlceklenebilir ve esnek bir yapr sunan dagitik
Reinforcement Learning (RL) g¢ercevelerine odaklanmaktadir.
Yazarlar mevcut literatiirii alti farkli metodolojik g¢ergeve altinda
siniflandirarak bu yaklasimlarin iletisim yiikii, 6lgeklenebilirlik ve
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modiilerlik acisindan performanslarini degerlendirmislerdir. Ayrica
Al plane, knowledge reuse ve Digital Twin Networks (DTN) gibi
6G'ye 6zgli yerel yapay zeka bilesenlerinin bu dagitik algoritmalari
nasil destekledigi ve agin kendi kendini yoneten otonom bir yapiya
kavugmasindaki rolleri detaylandirilmistir. Sonug¢ olarak Onerilen
biitiinlesik yaklagimin gelecegin karmasik ag gereksinimlerini
karsilamada geleneksel yontemlere kiyasla daha etkin bir ¢6ziim
sundugu vurgulanmistir. Mohsin ve diger arastirmacilar, 6G
aglarinin "Ambient Intelligence" (AmlI) vizyonunu
gerceklestirebilmesi i¢in Generative Al (GenAl) teknolojilerinin
sadece destekleyici bir ara¢ degil ayn1 zamanda temel bir yap1 tasi
oldugunu savunarak bu entegrasyonun algilama ve akil yiiriitme
stireglerini nasil doniistiirdiigiinii  incelemislerdir (Mohsin vd.,
2025). Calisma GANs, VAEs ve diffusion models gibi temel iiretken
mimarilerin eksik sensOr verilerinin sentezlenmesi, kullanici
niyetinin semantik mesajlara doniistiirtilmesi ve proaktif ag kontrolii
icin gelecek durumlarin tahmin edilmesi gibi kritik AmI(Ambient
intelligence) gorevlerindeki rollerini detaylandirmaktadir. Ozellikle
edge ve fog computing, [oT swarms ve Intelligent Reflecting
Surfaces (IRS) gibi 6G enabler'larinin bu dagitik iiretken modelleri
nasil barindirabilecegi ve hizlandirabilecegi iizerinde durulmustur.
Yazarlar enerji verimli on-device training, sentetik verilerin
giivenilirligi ve federated generative learning gibi agik arastirma
zorluklarina dikkat ¢ekerek GenAl tabanli proaktif ekosistemlerin
6G'yi basit bir iletisim agindan 6te insan davraniglariyla uyumlu
akilli bir ortama doniistiirecegini vurgulamislardir. Ogenyi ve diger
arastirmacilar, 6G aglarinin geleneksel veri odakli iletisimden anlam
ve baglamin merkeze alindigi "intelligence-native" mimarilere
donlisimini.  ve bu siire¢te Semantic Communication,
Reconfigurable Intelligent Surfaces (RIS) ve Edge Intelligence
teknolojilerinin  entegrasyonunu incelemislerdir (Ogenyi vd.,
2025:15). Calismada semantic encoding ile gereksiz veri iletiminin
azaltilmasi, RIS ile kablosuz yayilim ortaminin dinamik olarak
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kontrol edilmesi ve edge intelligence sayesinde yapay zeka
c¢ikarimlarinin son kullaniciya yakinlastirilmasi gibi mekanizmalarin
ultra diisiik gecikmeli ve baglam duyarli (context-aware) sistemleri
nasil miimkiin kildig1 detaylandirilmistir. Geleneksel Quality of
Service (QoS) metriklerinin 6tesine gegerek "semantic fidelity" gibi
yeni performans Olgiitlerinin onemini vurgulayan yazarlar bu
biitlinlesik yapinin "adversarial attacks" ve "model poisoning" gibi
yeni glivenlik tehditlerine karsi nasil korunmasi gerektigini de
tartismislardir. Sonug olarak kuantum uyumlu semantik kanallar ve
biyolojik tabanli biligsel aglar gibi gelecek vizyonlar: ile 6G'nin
sadece bir iletisim altyapis1 degil otonom kararlar alabilen akilli bir
ekosistem olacagi Ongoriilmistiir. Psaromanolakis ve diger
arastirmacilar, insan odakli 6G aglarmin gerektirdigi ileri diizey
otomasyon ihtiyacin1 karsilamak amaciyla MLOps islevleriyle
donatilmig ve "yerel zeka" (native intelligence) barindiran "n-Edge"
adli bir Edge Management Platform onermislerdir (Psaromanolakis
vd., 2023:6). Calisma mevcut ag otomasyon ¢oziimlerinde AI/ML
stirecleri ile Network Service Management katmaninin birbirinden
kopuk olmasinin yarattifi verimsizlikleri ele alarak MLOps
servislerini platformun ayrilmaz birer mikro servisi olarak entegre
eden cloud-native bir mimari sunmaktadir. Onerilen bu yap1 Paa$S ve
FaaS  hizmetlerinin yasam dongiisii  yonetimini (LCM)
otomatiklestirirken performans tahmini ve anomali tespiti i¢in N-
BEATS gibi gelismis Deep Learning modellerini kullanmaktadir.
Gergek bir multimedya streaming senaryosu iizerinde yapilan testler
platformun kaynak kullanimini proaktif bir sekilde yonetebildigini
ve Zero-touch MLOps yaklasimiyla agin Quality of Service (QoS)
seviyesini kesintisiz siirdiirebildigini dogrulamistir.

Vandikas ve diger arastirmacilar, veri gizliligi ve yasal
kisitlamalar nedeniyle mobil aglarda onemi artan "Distributed
Intelligence" (DI) yaklagimlarinin 6G aglarina entegrasyonunu ve bu
alandaki standardizasyon c¢alismalarim1  kapsamli bir sekilde
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degerlendirmislerdir (Vandikas vd., 2025). Calismada Machine
Learning Model Lifecycle Management (ML LCM) siireclerinin
Core Network katmanindan Radio Access Network (RAN) uglarina
kadar genisletildigi bir senaryo kurgulanmig ve bu yapinin
performansi, hesaplama yiikii, bellek kullanimi ve iletisim ayak izi
gibi metrikleri iceren yeni bir Key Performance Indicators (KPIs)
seti ile analiz edilmistir. Ozellikle "secondary carrier prediction”
kullanim durumu {izerinde gergeklestirilen testlerde centralized ve
distributed mimariler arasindaki model efficiency ve computational
footprint dengesi incelenmistir. Ek olarak Federated Learning ve
Split Learning gibi tekniklerin getirdigi avantajlar ve zorluklar
ortaya konmustur. Sonuglar model sikistirma ve verimli iletigim
protokolleri gibi iyilestirmelerin DI tekniklerinin 6G'nin "Al-native"
vizyonuna ulagmasindaki kritik roliinii dogrulamaktadir.

Liu ve diger arastirmacilar tarafindan hazirlanan bu
caligmada, 6G aglarinda "Integrated Sensing" ve "Edge AI"
teknolojilerinin birbirini tamamlayan iki temel fonksiyon olarak
nasil birlestigi ve "Integrated Sensing and Edge AI" (ISEA) adi
verilen gorev odakli yeni bir paradigmay1 nasil olusturdugu kapsamli
bir sekilde incelenmistir (Liu vd., 2025). Calisma algilama
verilerinin Edge Al modellerini egitmek i¢in yakit gérevi gordiigii
Edge AI modellerinin ise algilama verilerinden anlamsal 6zellikler
cikarmak icin kullanmildigr karsilikli bir iliskiyi temel alarak
communication, AI computation ve sensing siire¢lerinin biitiinlesik
tasarimin1 Onermektedir. Yazarlar ISEA'nin tasarim prensiplerini,
mimari yapilarim1 ve Digital Air Interface ile Over-the-Air
Computation gibi teknik bilesenlerini detaylandirirken, bu yapinin
standardizasyon siireclerine ve endiistriyel ilerlemelerine de
deginmislerdir. Son olarak foundation models entegrasyonu, ultra-
low-latency  gereksinimleri ve Integrated Sensing and
Communications (ISAC) ile yakinsama gibi gelecekteki arastirma
firsatlar1 tartisilarak ISEA'nin 6G'min akilli algilama vizyonunu
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gerceklestirmedeki kritik rolii vurgulanmistir. Talwar ve diger
aragtirmacilar, 6G aglarimin "pervasive distributed intelligence"
vizyonuna ulagmasi i¢in iletisim, hesaplama ve yapay zeka (Al)
yeteneklerinin nasil biitlinlestirilmesi gerektigini incelemislerdir
(Talwar vd., 2021). Calisma aglarin sadece veri iletimi saglayan
yapilar olmaktan ¢ikip ugtan uca programlanabilir "Intelligent
Distributed Network" (IDN) platformlarina dontisecegini dngdrerek
bu doniisimii  destekleyecek {i¢ kritik teknoloji alanina
odaklanmaktadir. Ozellikle ag kapsamini ve dayamkliligini artirmak
icin "Integrated Access and Backhaul" (IAB) kullanan mesh tabanl
topolojiler onerilirken heterojen edge computing ortamlarinda islem
gecikmelerini  (stragglers) azaltmak i¢in "coded distributed
computing" tekniklerinin avantajlart vurgulanmistir. Ayrica bant
genisligi kisitli ortamlarda verimli ve hizli model egitimi saglamak
amaciyla "Federated Learning" ve analog "Over-the-Air
Computation" yoOntemlerinin entegrasyonu detaylandirilmistir.
Sonug¢ olarak bu teknolojilerin bir araya gelmesiyle 6G'min hem
insan hem de makine kullanicilar1 i¢in 6l¢eklenebilir, glivenilir ve
yiiksek performansl bir "connected intelligence" altyapisi sunacagi
belirtilmistir. Dede ve diger arastirmacilar, 6G Core Network
mimarisinin "Al-native" bir yapiya doniistimiinii ele alarak bu yeni
mimarinin otomasyon, gilivenlik ve stirdiiriilebilirlik
gereksinimlerini nasil karsilayacagini incelemislerdir (Dede vd.,
2025). Calisma 5G standartlarinda tanimlanan Network Data
Analytics Function (NWDAF) bileseninin 6G déoneminde nasil daha
proaktif ve merkezi bir role biirlinecegini ve Service Based
Architecture (SBA) ile nasil biitiinlesecegini irdelemektedir.
Yazarlar agin "zero-touch" otomasyon yetenegine kavusmasi igin
Machine Learning modellerinin yasam dongiisii yonetiminin (LCM)
cekirdek aga entegrasyonunu tartismis ve Ozellikle anomaly
detection ve intelligent network slicing gibi kullanim senaryolari
tizerinde durmuslardir. Sonug¢ olarak giivenlik ve veri gizliligi
zorluklarini1 agmak icin Federated Learning ve Explainable Al (XAI)
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gibi giivenilir yapay zeka yaklagimlarinin gelecegin 6l¢eklenebilir
ve enerji verimli c¢ekirdek aglarmin temelini olusturacagi
vurgulanmistir. You ve diger aragtirmacilar tarafindan gergekletirilen
calisma da 6G aglarinin evriminde belirleyici olan iki ana trend
"ubiquitous intelligence" ve "sustainability" kavramlarinin kesisim
noktalar1 ele alinmustir (You vd., 2025). Calisma Al teknolojilerinin
physical layer'dan uygulama katmanina kadar agin her noktasina
yerlestirilmesini hedeflerken bu durumun getirdigi yiliksek veri
isleme ve hesaplama yiikiiniin enerji tiiketimini artirma riskine
dikkat ¢ekmektedir. Yazarlar 6G'nin sadece yiiksek performansh
degil ayn1 zamanda "green" ve cevre dostu olmasi gerektigini
savunarak enerji verimliligini artiran yeni mimarilerin ve "green
intelligent communications" yontemlerinin gerekliligini
vurgulamislardir. Ozellikle AI modellerinin egitimi ve ¢ikarimi
sirasinda olugsan karbon ayak izini azaltmak i¢in kaynaklarin
optimize edildigi stirdiiriilebilir bir 6G ekosistemi vizyonu ortaya
konmustur. Calvanese Strinati ve diger arastirmacilar, 6G aglarmin
"Al-native" bir yapiya doniisiimii i¢in cihaz ve ag entegrasyonunu
merkeze alan "6GARROW" proje vizyonunu ve "Integrated Device-
Network" yaklagimini tanitmiglardir (Calvanese Strinati vd., 2025).
Calisma akill1 telefonlardan otonom araclara kadar ¢esitli cihazlarin
ve ag altyapisinin (RAN ve Core Network) biitlinlesik bir sekilde
yapay zeka yetenekleriyle donatilmasini onererek geleneksel statik
yapilandirmalarin yerini dinamik ve otonom adaptasyonun alacagini
vurgulamaktadir. 6GARROW projesi kapsaminda gelistirilen bu
biitiinciil yaklasim agin degisen cevresel kosullara ve kullanict
taleplerine gercek zamanl olarak yanit vermesini saglarken enerji
verimliligini artirmay1 ve gecikmeyi diisiirmeyi hedeflemektedir.
Yazarlar bu entegrasyonun "spatio-temporal" iletisim ve siiriikleyici
kullanic1 deneyimleri gibi yenilik¢i servisleri miimkiin kilacagini ve
boylece 6G'nin sadece bir iletisim ag1 olmaktan c¢ikip akilli ve
isbirlikg¢i bir ekosisteme doniisecegini belirtmislerdir.
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Paolini ve diger arastirmacilar, 6G aglarinda siber giivenlik
tehditlerini tespit etmek amaciyla deep embeddings temelli gercek
zamanli bir kiimeleme yaklasimi gelistirmislerdir (Paolini vd.,
2023). Calismada geleneksel denetimli 0grenme yOntemlerinin
heniiz  bilinmeyen "zero-day" saldirilarin1  yakalamadaki
yetersizligine ¢oziim olarak etiketlenmemis verilerle g¢alisabilen
denetimsiz bir "Deep Embedding Clustering" (DEC) algoritmasi
Onerilmistir. Bu yontem yiiksek boyutlu ag trafigi verilerini bir
autoencoder yardimiyla daha diisiik boyutlu bir gizli uzaya (latent
space) sikistirarak anomali tespitini hizlandirmakta ve verimliligi
artirmaktadir. CIC-IDS2017 veri seti ilizerinde yapilan testler
Onerilen modelin yiiksek dogruluk oranlarina ve milisaniyeler
mertebesinde islem siiresine ulastifini ve bu sayede 6G'nin kati
gecikme  gereksinimlerini  karsilayarak "edge" noktalarinda
konuslandirilabilecek  dlgeklenebilir  bir  ¢6ziim  sundugunu
gostermektedir. Butt ve Shah tarafindan yapilan ¢calismada Artificial
Intelligence (Al) ile 6G aglarinin yakinsamasi ve bu birlesimin
hesaplama ve iletisim sistemlerinde yaratacagi doniistiiriicii etkiler
incelenmistir (Butt & Shah, 2025). Calisma telekomiinikasyon,
healthcare ve smart cities gibi endiistrilerin bu entegrasyonla nasil
sekillenecegini analiz ederek THz communication, massive MIMO,
edge computing ve quantum computing gibi temel teknolojilerin
6G'nin kapasitesini nasil artiracagini detaylandirmaktadir. Yazarlar
Al destekli 6G aglarmin ultra yiiksek hiz, gercek zamanli veri isleme
ve gelismis ag yOnetimi gibi avantajlar sunarken ayn1 zamanda veri
giivenligi ve gizliligi konusunda yeni zorluklar getirdigine dikkat
cekmislerdir. Sonug olarak Al entegrasyonunun 6G aglarini sadece
optimize etmekle kalmayip kendi kendini yonetebilen ve
iyilestirebilen akilli ekosistemlere doniistiirerek toplumsal ve
endiistriyel alanda devrim yaratacagi vurgulanmastir.
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Sonuclar

6G aglart iizerine yapilan bu literatiir taramasi
telekomiinikasyon diinyasinda énemli bir doniisiimiin yasandigini
gostermektedir. Iletisim aglari artik pasif veri tasiyicilart degil
algilayan, 0ogrenen ve karar veren akilli organizmalara
doniismektedir. Incelenen ¢alismalar Yerel Yapay Zeka ve Dagitik
Yapay Zeka teknolojilerinin entegrasyonunun ag yonetiminde sifir
dokunuslu (zero-touch) otomasyonu ve ultra-diisilk gecikmeli
hizmetleri miimkiin kildigin1 dogrulamaktadir. Literatiirden elde
edilen temel c¢ikarimlar sunlardir: 11k olarak, zekanin buluttan agin
uclarina (Edge/Fog) kaydirilmas: hem veri gizliligini korumakta
hem de iletisim darbogazlarini asarak gercek zamanli uygulamalarin
(6rnegin otonom araglar, uzaktan cerrahi) Oniinii agmaktadir.
Federated Learning gibi dagitik 6grenme teknikleri bu siirecte veriyi
kaynaginda isleyerek giivenlik ve verimlilik dengesini
saglamaktadir. ikinci olarak, 6G'nin sadece performans odakl1 degil
ayn1 zamanda siirdiiriilebilir bir teknoloji olmas1 gerektigi vurgusu
one cikmaktadir. Yapay zeka modellerinin egitimi ve isletimi
sirasinda ortaya cikan enerji maliyetleri Yesil 6G (Green 6G)
vizyonu g¢ercevesinde optimize edilmeli ve donanim kisithi cihazlar
icin hafif (lightweight) algoritmalar gelistirilmelidir. Son olarak,
aglarin yapay zekayla birlikte siber tehditlerin de evrim gecirdigi
goriilmektedir. Bu nedenle yapay zeka destekli saldirilara karsi yine
yapay zeka tabanli proaktif ve kendi kendini savunan gilivenlik
mimarilerinin gelistirilmesi kritik bir gerekliliktir. Ozetle, 6G cag
fiziksel ve dijital diinyalarin i¢ ige gectigi baglantili zekanin her an
her yerde erisilebilir oldugu yeni bir endiistriyel devrimi isaret
etmektedir.  Bu  dOniisiimiin  basaris1  sadece  iletisim
teknolojilerindeki ilerlemelere degil yapay zeka, veri bilimi ve
donanim miihendisligi disiplinlerinin ortak c¢aligmasina bagh
olacaktir. Gelecek c¢alismalarin 6zellikle heterojen aglarda yapay
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zeka modellerinin genellestirile bilirligi ve kuantum sonrasi
giivenlik standartlar1 lizerine yogunlasmasi beklenmektedir.
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BOLUM 12

Aciklanabilir Yapay Zeka (XAI) Icin Modern
Yaklasimlar

AYSE GUL EKER!

Giris

Yapay zeka tabanl sistemler saglik, finans, hukuk ve kamu
hizmetleri gibi yiiksek riskli alanlarda yayginlastik¢a, bu sistemlerin
yalnizca dogru sonuglar iiretmesi yeterli goriilmemektedir. Verilen
kararlarin neden ve nasil {iretildiginin anlasilabilir olmasi, kullanici
giiveni, kurumsal sorumluluk ve etik ilkeler agisindan kritik hale
gelmistir. Ozellikle derin 6grenme temelli modellerin kara kutu
niteligi, yliksek dogruluk ile diisiik seffaflik arasinda belirgin bir
gerilim yaratmaktadir (Arrieta ve dig., 2020). Bu baglamda
aciklanabilir yapay zeka (Explainable Artificial Intelligence, XAI),
model kararlarinin  insan tarafindan anlasilabilir bigimde
sunulmasini amaglayan yontemler biitiinii olarak 6ne ¢ikmaktadir.

Aciklanabilirlik, giiniimiizde giivenilir yapay zeka
cercevesinin temel bilesenlerinden biri olarak ele alinmaktadir.
Giivenilir yapay zeka; yalnizca teknik performansi degil, ayni
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zamanda seffaflik, hesap verebilirlik, adalet ve etik uygunlugu
kapsayan ¢ok boyutlu bir yaklagimi ifade eder (Ali ve dig., 2023).
Bu cercevede XA, karar siireclerinin denetlenebilirligini artirarak
hem gelistiriciler hem de son kullanicilar i¢in ortak bir giiven zemini
olusturur. Literatiirde, aciklanabilirligin  eksikliginin; hatali
kararlarin tespit edilmesini, veri ve model kaynakli ayrimciligin
ortaya ¢ikarilmasimi ve 6zellikle kritik alanlarda yasal gereklilikler
ile hesap verebilirlik ilkeleriyle uyumu zorlagtirarak ciddi riskler
dogurdugu vurgulanmaktadir (Dwivedi ve dig., 2023).

Son yillarda XAl yaklagimlari, yalnizca modelin i¢ yapisini
aciga cikarmayi degil, ayn1 zamanda farkli kullanic1 profillerine
uygun aciklamalar sunmay1 hedefleyecek bicimde evrilmistir. Bu
durum, agiklanabilirligin tekil bir teknik problem degil, insan-
merkezli bir tasarim ve degerlendirme konusu oldugunu
gostermektedir. Bu boliimde ele alinacak modern XAl yaklasimlari,
giivenilir yapay zeka hedefleriyle iliskileri, giiclii yonleri ve
sinirhiliklar dikkate alinarak incelenecektir. Boylece
aciklanabilirligin, giincel yapay zekd sistemlerinde neden
vazgecilmez bir gereklilik haline geldigi biitlinciil bir cergevede
ortaya konacaktir.

Ornek Bazh Aciklanabilirlik icin Modelden Bagimsiz Yerel
Analiz: LIME Yaklasim

Bir yapay zeka modelinin {iirettigi her bir tahminin hangi
gerekcelere dayanarak olusturuldugunu anlamak, 6zellikle karar
destek sistemleri, risk analizi ve insan denetimi gerektiren
uygulamalar agisindan kritik neme sahiptir. Geleneksel performans
olgiitleri, bir modelin ne kadar dogru calistigini gosterebilse de,
neden belirli bir kararin iiretildigi sorusuna dogrudan yanit vermez.
Bu noktada yerel agiklama yontemleri devreye girer. Yerel aciklama
yaklagimlari, modelin tiim karar uzaymni agiklamaya c¢alismak
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yerine, belirli bir 6rnek icin verilen tekil bir tahmine odaklanarak
daha anlasilir ve pratik agiklamalar sunmay1 amaglar.

LIME (Local Interpretable Model-Agnostic Explanations),
bu yerel agiklama yaklasimini benimseyen ve agiklanabilir yapay
zekd literatlirinde en yaygm kullanilan yontemlerden biridir
(Ribeiro, Singh, & Guestrin, 2016)). LIME’in temel varsayimu,
karmasik ve yorumlanmasi gii¢ bir modelin davraniginin, belirli bir
veri Orneginin yakin g¢evresinde daha basit ve yorumlanabilir bir
modelle yeterince iyi temsil edilebilecegidir. Baska bir ifadeyle
LIME, “model genel olarak nasil ¢alisiyor?” sorusundan ziyade, “bu
0zel tahmin neden boyle ¢ikt1?” sorusuna yanit arar. Bu yOniiyle
LIME, ozellikle kullanicilarin  tekil kararlar1  sorguladig:
senaryolarda sezgisel bir agiklama araci olarak 6ne ¢ikar.

Resim 1 :LIME yaklasiminda, karmasik kiiresel model davraniginin
tekil bir tahmin etrafinda basit bir yerel modelle yaklasik olarak
temsil edilmesi

Global Model Yerel Agiklama
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Resim 1, LIME yaklagimiin temel fikrini gorsel olarak
ozetlemektedir. Gorselde, karmasik ve dogrusal olmayan bir kiiresel
modelin karar sinir1 ile bu modelin tekil bir veri 6rnegi etrafindaki
yerel davranisi birlikte gosterilmektedir. LIME, modelin tiim karar
uzayimi agiklamaya calismak yerine, yalnizca ilgili 6rnegin yakin
cevresine odaklanarak bu bolgede basit ve dogrusal bir yerel
yaklasim olusturur. Bu yerel yaklagim, s6z konusu tahminin hangi
ozelliklere dayanarak tiretildigini anlasilir bigimde ortaya koyarken,
aciklamanin yalnizca yerel baglamda gecerli oldugunu da agikca
vurgular.

LIME yaklasiminda agiklama siireci birka¢ temel adimdan
olusur. Oncelikle aciklanmak istenen veri Orneginin etrafinda,
girdiler lizerinde kiiciik ve kontrollii degisiklikler yapilarak yapay
veri Ornekleri olusturulur. Bu 6rnekler, orijinal model tarafindan
degerlendirilir ve her biri i¢in karsilik gelen tahmin ¢iktilar1 elde
edilir. Ardindan bu yerel veri kiimesi kullanilarak, genellikle
dogrusal bir model veya kiiciik bir karar agaci gibi basit ve
yorumlanabilir bir aciklayict model 6grenilir. Bu agiklayict model,
yalnizca ilgili 6rnegin yakin cevresinde gegerli olacak sekilde
tasarlanir ve karmagik modelin yerel davranisini yaklasik olarak
temsil eder. Aciklayici modelin katsayilar1 veya karar kurallar
incelendiginde, hangi 6zelliklerin tahmine ne yonde katki sagladig:
acik bicimde goriilebilir (Salih ve dig., 2024).

LIME’1in 6nemli avantajlarindan biri, modelden bagimsiz
(agnostik) bir yapiya sahip olmasidir. Bu 6zellik, yontemin yalnizca
belirli bir model tiiriine baglh kalmadan; karar agaglari, destek vektor
makineleri, topluluk yontemleri ve derin 6grenme modelleri dahil
olmak {izere ¢ok farkli makine Ogrenmesi yaklasimlarina
uygulanabilmesini miimkiin kilar. Bu esneklik, LIME’in farkli
problem alanlarinda hizli bigimde kullanilmasini ve gelistiriciler
tarafindan kolayca benimsenmesini saglamistir. Ayrica LIME,
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aciklamalar1 genellikle gorsel veya tablo tabanli bigimde
sundugundan, teknik olmayan kullanicilar i¢in de anlasilabilir bir
anlatim saglar.

Bununla birlikte, literatirde LIME’1n bazi smirliliklar1 da
ayrintili bicimde ele alinmaktadir. Ozellikle yerel veri érneklerinin
rastgele iretilmesi, elde edilen agiklamalarin kararliligmi ve
tekrarlanabilirligini olumsuz yonde etkileyebilir. Ayn1 veri 6rnegi
icin farkli calistirmalarda farkli agiklamalar elde edilmesi, kullanici
giivenini zedeleyebilecek bir durum olarak degerlendirilir. Ayrica
LIME tarafindan sunulan yerel aciklamalarin, modelin genel
davranis1 hakkinda yaniltict bir biitlinciil algi olusturma riski
bulunmaktadir. Bu nedenle agiklamalarin, yalnizca yerel baglamda
gecerli oldugunun acikca belirtilmesi 6nemlidir (Saarela ve dig.,
2024).

Giincel agiklanabilir yapay zeka aragtirmalari, LIME gibi
yerel agiklama yontemlerini tek basina yeterli ¢oziimler olarak
gormekten ziyade, bu yontemleri kiiresel agiklama yaklagimlari ve
farkli degerlendirme Olgiitleri ile birlikte ele alma egilimindedir.
Aciklamalarin kararliligini artirmaya yonelik yontemler, yerel ve
kiiresel agiklamalarin birlestirilmesi ve kullaniciya sunulan
aciklamalarin baglamsal olarak zenginlestirilmesi, bu alandaki
baslica aragtirma yonelimleri arasinda yer almaktadir. Bu ¢ergevede
LIME, simirliliklarina ragmen, 6rnek bazli agiklanabilirlik agisindan
onemli ve 6gretici bir baslangi¢ noktasi olarak kabul edilmektedir.

Ozellik Katki Tabanh Aciklamalar: SHAP Yaklasimi

Yerel aciklama yontemleri igerisinde LIME, sezgisel ve
pratik bir ¢6zlim sunmasina ragmen, agiklamalarin kararliligi ve
tutarlilign  konusunda bazi smirliliklar  barindirmaktadir. Bu
sinirhiliklart ele almak tizere gelistirilen SHAP (SHapley Additive
exPlanations) yaklasimi, agiklanabilir yapay zeka literatiiriinde
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ozellik katkilarin1 daha sistematik ve teorik temelli bigimde ele alan
bir yontem olarak one g¢ikmaktadir. SHAP’in temel amaci, bir
modelin {rettigi tahminde her bir 6zelligin katki diizeyini adil ve
tutarlt bir bigimde hesaplamak ve bu katkilar1 kullanictya anlagilir
sekilde sunmaktir.

SHAP yaklasimi, kokenini oyun teorisinde yer alan Shapley
degeri kavramindan almaktadir. Bu c¢ercevede her bir o6zellik,
modelin {irettigi tahminde bir “oyuncu” olarak degerlendirilir ve
ilgili tahmine yaptig1 katki, diger oOzelliklerle olan tiim olasi
kombinasyonlar dikkate alinarak hesaplanir (Lundberg & Lee,
2017). Bu yaklasim, 6zellik katkilarinin hem yerel hem de kiiresel
diizeyde tutarli bicimde yorumlanabilmesini saglar. Bir bagka
deyisle SHAP, tekil bir tahmine yonelik yerel agiklamalar tiretirken,
bu ac¢iklamalarin modelin genel davranisiyla da tutarli olmasim
amaglar.

SHAP’in 6nemli avantajlarindan biri, eklenebilir aciklama
modeli (additive explanation model) ¢ercevesinde calismasidir. Bu
sayede model ¢iktisi, bir temel deger ile her bir 6zelligin katkisinin
toplam1 seklinde ifade edilebilir. Ortaya c¢ikan agiklamalar,
ozelliklerin tahmini hangi yonde ve ne olgiide etkiledigini agikca
gostermesi bakimindan O6zellikle karar destek sistemlerinde ve
diizenleyici  gereksinimlerin ~ bulundugu  alanlarda  tercih
edilmektedir. Literatiirde SHAP’in, LIME’a kiyasla daha tutarli ve
teorik olarak gerekcelendirilmis agiklamalar sundugu sikca
vurgulanmaktadir (Hassija ve dig., 2024).

Sekil 2°de, SHAP yaklasimi kullanilarak tekil bir 6rnek icin
hesaplanan  yerel Oznitelik katkilar1  Ornekleyici  olarak
gosterilmektedir. Gorselde her bir oOznitelik, modelin {rettigi
tahmine olan katkisina gore pozitif veya negatif yonde temsil
edilmektedir. Pozitif katkilar tahmin degerini artiran, negatif katkilar
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ise azaltan Oznitelikleri ifade etmektedir. Bu gosterim sayesinde
model c¢iktisinin, bir temel deger etrafinda her bir Ozniteligin
katkilarinin ~ toplam1  olarak nasil olustugu agik bigimde
goriilebilmektedir. Boylece SHAP, tekil tahminler i¢in agiklama
sunarken, aciklamalarin modelin genel davranistyla tutarli olmasini
da saglamay1 amaglamaktadir.

Resim 2 :SHAP ile tekil bir tahmin igin yerel oznitelik katkilar

Bireysel 6rnek Model
x Ji

| l

l

Yerel Oznitelik Onemi

Kredi Tutari

Vadesiz Hesap Tutari
Yas
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Meslek
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SHAP degerleri

Bununla birlikte SHAP yaklagimi da tamamen sorunsuz
degildir. Ozellikle tiim olas1 6zellik kombinasyonlarmin dikkate
alinmasi gerekliligi, yontemin hesaplama maliyetini dnemli 6l¢iide
artirabilmektedir. Bu nedenle pratik uygulamalarda KernelSHAP,
TreeSHAP gibi farkli yaklasitk veya modele 6zgli varyantlar
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gelistirilmistir(Lundberg & Lee, 2017). Ayrica SHAP tarafindan
iretilen aciklamalarin, yiiksek boyutlu veri setlerinde kullanici
tarafindan  yorumlanmasi1 zorlasabilir. Bu durum, SHAP
aciklamalarinin ~ gorsellestirme  ve  Ozetleme  teknikleriyle
desteklenmesini gerekli kilmaktadir.

Genel olarak SHAP, ozellik katkilarim1 tutarli ve teorik
temelli bi¢cimde sunmasi sayesinde, gilivenilir yapay zeka
hedefleriyle giiglii  bir uyum sergileyen agiklanabilirlik
yaklagimlarindan biri olarak kabul edilmektedir. Ozellikle yerel ve
kiiresel agiklamalar1 bir arada ele alabilme yetenegi, SHAP’i modern
XAI yontemleri arasinda merkezi bir konuma tagimaktadir.

Kars1-Olgusal Ac¢iklamalar

Aciklanabilir yapay zeka yaklasimlarinin 6nemli bir kismi, modelin
bir tahmini neden iirettigini agiklamaya odaklanirken, karsi-olgusal
(counterfactual) agiklamalar farkli bir soruyu merkeze alir: Bu
sonucun degismesi i¢in neyin farkli olmasi gerekirdi?”. Bu yaklagim,
ozellikle  kararlarin  bireyleri  dogrudan  etkiledigi  kredi
degerlendirme, ise alim veya saglik gibi alanlarda, kullanicilar
acisindan daha sezgisel ve eyleme doniik agiklamalar sunar. Karsi-
olgusal aciklamalar, modelin i¢ yapisini agiga ¢ikarmadan, verilen
bir kararin hangi asgari degisikliklerle farkli bir sonuca
doniisebilecegini gostermeyi amaclar.

Karsi-olgusal agiklamalarin temel gergevesi, bir veri 6rnegi
icin model c¢iktisim1 degistirecek en kiigiik ve anlamli girdi
degisikliklerini bulmaya dayanir. Bu agiklamalar genellikle ii¢ temel
ozelligi saglamay1 hedefler: agiklamanin gecerli olmasi (giktry1
gercekten degistirmesi), miimkiin olan en az degisikligi icermesi ve
gercekei  olmasi. Erken donem caligmalar, karsi-olgusal
aciklamalarin temel ilkelerini sistematik bigimde ortaya koyarak, bu
tiir agiklamalarin modelin i¢ yaplséna erismeden, modelden bagimsiz



bir sekilde {iiretilebilecegini gdstermistir. (Wachter, Mittelstadt, &
Russell, 2017). Bu yoniiyle karsi-olgusal aciklamalar, kara kutu
modeller i¢in 6zellikle cazip bir ¢6ziim sunmaktadir.

Karsi-olgusal agiklamalarin 6nemli bir avantaji, kullanici-merkezli
olmalaridir. Ornegin bir kredi basvurusu reddedildiginde, “model bu
karar1 neden verdi?” sorusundan ziyade, “kredinin onaylanmasi igin
ne degismeliydi?” sorusu, kullanici agisindan daha anlagilir ve
dogrudan bir geri bildirim saglar. Bu nedenle literatiirde karsi-
olgusal aciklamalar, adalet, hesap verebilirlik ve seffaflik gibi
giivenilir yapay zeka ilkeleriyle yakindan iligkilendirilmektedir
(Karimi, Scholkopf, & Valera, 2020) Ayrica bu yaklagim,
aciklamalarin yalnizca teknik uzmanlara degil, kararlarin muhatabi
olan bireylere de hitap edebilmesini miimkiin kilar.

Son yillarda karsi-olgusal agiklamalarin, yalnizeca  girdi
degisikliklerine dayali agiklamalar sunmanin Gtesine ge¢cmesi
gerektigi yoniinde giiclii bir literatiir olusmustur. Bu ¢alismalar,
karsi-olgusal agiklamalarin nedensel iligkilerle desteklenmedigi
durumlarda, kullanictya sunulan Onerilerin gercek diinyada
uygulanabilir olmayabilecegini vurgulamaktadir. Bu baglamda,
aciklanabilir yapay zekd ile nedensel c¢ikarim yaklagimlarini
birlestiren yeni karsi-olgusal ¢er¢eveler Onerilmekte; boylece model
ciktilarinin ardindaki neden-sonug iligkilerinin daha anlamli bigimde
temsil edilmesi hedeflenmektedir (Baron, 2023). Bu egilim, karsi-
olgusal agiklamalarin giivenilir yapay zeka hedefleriyle daha giiclii
bir uyum sergilemesini saglamaktadir.

Bununla birlikte karsi-olgusal aciklamalarin da  siirliliklart
bulunmaktadir. Ozellikle yiiksek boyutlu veya karmagik veri
yapilarinda, iretilen karsi-olgusal orneklerin gercek¢i olmamasi
veya uygulamada miimkiin olmayan degisiklikler 6nermesi 6nemli
bir sorun olarak one ¢ikmaktadir. Ayrica birden fazla gecerli karsi-
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olgusal agiklamanin bulunmasi, hangi ag¢iklamanin sunulmasi
gerektigi konusunda yeni tasarim ve etik sorular dogurmaktadir.
Baz1 arastirmalar, karsi-olgusal agiklamalarin gercekei ve
uygulanabilir olmasini saglamak amaciyla alan kisitlarini, nedensel
iligkileri ve kullanict agisindan anlamli degisiklikleri dikkate alan
daha geligsmis karsi-olgusal iiretim yontemlerine odaklanmaktadir
(Molnar, 2020; Karimi ve dig., 2020).

Aciklanabilirlikte Gorsellestirme Teknikleri

Aciklanabilir yapay zeka yontemlerinin etkinligi, yalnizca hangi
aciklamanin {retildigine degil, bu ac¢iklamanin kullaniciya nasil
sunulduguna da dogrudan bagldir. Ozellikle karmasik modeller s6z
konusu oldugunda, sayisal c¢iktilar veya metinsel aciklamalar tek
basina yeterli olmayabilir. Gorsellestirme teknikleri, model
davranigin1 gorsel temsiller araciligiyla ifade ederek, kullanicilarin
aciklamalar1 daha hizli ve sezgisel bigimde kavramasini saglar. Bu
nedenle modern XAI literatiiriinde gorsellestirme, aciklamanin
ayrilmaz bir bileseni olarak ele alinmaktadir (Saarela & Podgorelec,
2024).

Bu boliimde ele alinan gorsellestirme yaklasimlari, agiklamalarin
yerel ve kiiresel diizeyde nasil sunuldugunu, farkli model tiirleri i¢in
hangi gorsel stratejilerin tercih edildigini ve bu gorsellerin hangi
riskleri barindirdigini ortaya koymaktadir.

1. Ozellik Katkilarinin Genel Olarak Gorsellestirilmesi

Genel ac¢iklamalar, modelin genel davranigini ve hangi 6zniteliklerin
karar siirecinde daha baskin rol oynadigini anlamay1 amaglar. Bu
baglamda en yaygin kullanilan goérsellestirme yaklasimlarindan biri,
SHAP tabanl 6znitelik katki dagilim grafikleridir. Ozellikle dzet
(summary) grafikler ve ar1 siiriisii (beeswarm) gorsellestirmeleri,
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tiim veri kiimesi boyunca 6zniteliklerin modele olan katkilarint ayn
anda gostermektedir. Bu tiir grafikler, yalnizca hangi 6zniteliklerin
onemli oldugunu degil, ayn1 zamanda 6znitelik degerlerinin model
ciktisin1 hangi yondeetkiledigini de ortaya koyar.

Resim 3 :SHAP ozet grafigi :Ozniteliklerin model ¢iktisi iizerindeki
ortalama etkileri.

Kredi Tutari +2.86
Vadesiz Hesap Tutari
Yas

Konut Tipi

Meslek

0.0 05 10 15 2.0 25 3.0
mean(|SHAP value|)

Omegin bir kredi degerlendirme modelinde, modelin hangi
ozniteliklere daha fazla agirlik verdigini anlamak amaciyla SHAP
tabanli gorsellestirmelerden yararlanilabilir. Resim 3’te sunulan
SHAP ozet grafiginde, modelin tahminleri iizerinde en etkili olan
Ozniteliklerin goreli 6nem siralamasi gosterilmektedir. Ortalama
mutlak SHAP degerlerine gore kredi tutar1 ve vadesiz hesap tutarinin
Ancak bu tiir bir 6zet grafik, 6zniteliklerin nasil etki ettigini degil,
yalnizca ne dlgiide etkili olduklarini ortaya koymaktadir. Bu nedenle
Sekil 4’te gosterilen SHAP an siirlisi gorsellestirmesi ile her bir
Oznitelik degerinin model ¢iktistn1 hangi yonde etkiledigi daha
ayrintili bicimde incelenebilmektedir. model c¢iktis1 iizerinde en
baskin etkiye sahip oldugu goriilmektedir.
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Resim 4 : SHAP ar siiriisii (beeswarm) gorsellestirmesi: Oznitelik
katkilarimin veri kiimesi boyunca dagilimi

SHAP Kiresel Oznitelik Katki Dagilimi

High
Kredi Tutari »—*——..-—--.m .. @ emo
Vadesiz Hesap Tutari W— - eem o g
g
Yas o —*—- o
p=}
- 2
Konut Tipi “ o
Meslek +

T r T T T T T T Low
-6 -4 -2 0 2 4 6 8
SHAP value (impact on model output)

Gorsel incelendiginde kredi tutar1 ve vadesiz hesap tutarinin
model ¢iktis1 iizerinde en genis etki araligima sahip oldugu, bu
ozniteliklerdeki yiliksek ve diisiik degerlerin tahmini farkli yonlerde
etkiledigi goriilmektedir. Yas degiskeninin katkilar1 daha sinirl bir
aralikta yogunlasirken, konut tipi ve meslek 6zniteliklerinin model
ciktist lizerindeki etkilerinin gorece diisiik oldugu anlasilmaktadir.

Bu gorsellestirmeler, kiiresel model davranisini tek bir bakista
ozetleyebilmeleri nedeniyle model dogrulama, hata analizi ve model
karsilagtirmas1 gibi siireclerde yaygin olarak kullanilmaktadir.
Bununla birlikte, bu tiir gorsel agiklamalarin sundugu katkilarin
nedensel bir etkiyi degil, modelin 6grendigi istatistiksel bagintilar
yansittigi acgikca belirtilmeli; aksi takdirde agiklamalarin yanlig
nedensel ¢ikarimlara yol acabilecegi gbz 6nilinde bulundurulmalidir
(Verma ve dig., 2022).

2. Tekil Tahminler icin Yerel Gorsellestirmeler

Yerel aciklamalarda gorsellestirme, tek bir tahminin nasil

olustugunu adim adim gostermeyi hedefler. SHAP i¢in yaygin
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olarak kullanilan gii¢ grafigi (force plot) ve selale grafigi (waterfall
plot) tiirii gorseller, model c¢iktisin1 bir temel deger etrafinda
oznitelik katkilarmin toplamsal etkisi olarak sunar. Bu yaklasim,
kullaniciya bir tahminin hangi 6zniteliklerin katkisiyla ytikseldigini
veya diistiigiinii acik bicimde gdsterir.

Kredi oOrneginde tekil bir bagvuruya iligkin kararin hangi
ozniteliklerden nasil etkilendigini anlamak amaciyla da SHAP
tabanl gorsellestirmelerden yararlanilabilir. Gli¢ grafikleri, tekil bir
tahminin, modelin ortalama c¢iktisindan baslayarak hangi
ozniteliklerin etkisiyle ve hangi yonde sekillendigini gorsel olarak
gosteren yerel agiklama yontemleridir. Bu grafiklerde her bir
Oznitelik, tahmini artiran veya azaltan bir itme kuvveti olarak temsil
edilir.

Resim 5 : SHAP giic (force) grafigi gorsellestirmesi

Egitilmis Modelin Ortalama Ciktisi vs Tahmin

-7.73

-8 -7 -6 - - -3 -2
450.71229516849 | Kredi Tutan = 205974.2174634401 =49

Resim 5°te, secilen tekil bir 6rnek i¢in hesaplanan SHAP
force grafigi verilmistir. Gorsel incelendiginde kredi tutart ve yas
degiskenlerinin tahmini belirgin bi¢imde negatif yonde etkiledigi,
buna karsilik vadesiz hesap tutari, meslek ve konut tipi gibi
Ozniteliklerin tahmini sinirli 8l¢tide pozitif yone ittigi goriilmektedir.
Bu karsit etkilerin birlesimi sonucunda model ¢iktisi diisiik bir deger
almistir.
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Resim 6 : SHAP selale (waterfall) grafigi gorsellestirmesi

Tekil Ornek icin Karar Aciklamasi (Waterfall)
fix)

Vadesiz Hesap Tutari . +0.42
Meslek ’ +0.19
Konut Tipi ' +0.12
-8 -7 -6 -5 —4 -3 2
ETA(X)]

Resim 6’da, tekil bir 6rnek i¢in olusturulan SHAP waterfall
(selale) grafigi verilmistir. Grafik, modelin ortalama ¢ikt1
degerinden baslayarak her bir 0Ozniteligin katkisinin sirayla
eklenmesiyle nihai tahmine nasil ulasildigini géstermektedir. Kredi
tutar1 ve yas degiskenlerinin tahmini gii¢lii bicimde negatif yonde
etkiledigi, buna karsilik vadesiz hesap tutari, meslek ve konut tipi
gibi Ozniteliklerin tahmini sinirh dl¢lide pozitif yonde dengeledigi
gorlilmektedir. Bu katkilarin toplam1 sonucunda model ¢iktist diistik
bir degerde olusmustur.

Bu tiir gorsellestirmeler, ozellikle kararlarin bireysel diizeyde
sorgulandigr uygulamalarda (6rnegin kredi bagvurulari veya risk
skorlamasi) yiiksek agiklayicilik sunar. Yerel gorsellestirmelerin en
Oonemli avantaji, karmasik modellerin tekil tahminler {lizerindeki
etkilerini, toplamsal ve sezgisel oOzellik katkilar1 iizerinden
ayristirarak kullaniciya sunabilmesidir.(Lundberg & Lee, 2017).

3. Derin Ogrenme Modelleri icin Is1 Haritalar:

Goriintii, metin veya sinyal verisi lizerinde calisan derin
ogrenme modellerinde, aciklanabilirlik ¢cogu zaman girdinin hangi
boliimlerinin karar tizerinde etkili oldugunu gostermekle saglanir.
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Bu amagla kullanilan 1s1 haritalari, modelin giris uzayindaki
dikkatini gorsel olarak temsil eder. Grad-CAM ve benzeri
yontemler, sinif aktivasyonlarint girig verisi lizerine bindirerek,
modelin karar verirken hangi bolgeleri daha fazla dikkate aldigim
gosterir.

Resim 7 : Grad-CAM gérsellestirmesi: Derin ogrenme modelinin
siniflandirma kararini verirken goriintii tizerinde en fazla dikkate
aldigi bolgeleri gosteren 1s1 haritast.

Orijinal Resim Grad-CAM Isi Haritasi

Yiksek

[}
=+
nBnjunBo 18p1IQ UlIaPO

Diisitk

Resim 7’de, onceden ImageNet veri kiimesi iizerinde
egitilmis VGG16 modeli kullanilarak tiretilen Grad-CAM 1s1 haritasi
gosterilmektedir. Gorselde, modelin ilgili smifa ait tahmini
olustururken goriintiiniin hangi bolgelerine daha fazla odaklandig:
renk yogunluklar1 ile ifade edilmektedir. Is1 haritasi, modelin karar
stirecinde ozellikle filin kulak ve govde bolgelerini ayirt edici
ozellikler olarak kullandigin1 ortaya koymaktadir.

Is1 haritalar1, 6zellikle alan bilgisine sahip kullanicilar igin
modelin tahmin siirecinde hangi uzamsal bolgelerden etkilendigini
degerlendirme olanagi sunar. Ancak bu gorsellestirmeler, kararin
nedensel gerekgesini degil, yalnizca modelin dikkat dagilimini

yansitir. Bu nedenle, 1s1 haritalar1 tek basina agiklayici kanit olarak
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degil, diger XAl yontemleriyle birlikte tamamlayic1 araglar olarak
kullanilmalidir (Igbal ve dig., 2024).

Sonuc ve Gelecek Calismalar

Bu bdliimde, agiklanabilir yapay zeka (XAI) alaninda 6ne
cikan modern yaklasimlar, giivenilir yapay zekd hedefleri
cergevesinde biitiinciil bir bakis acisiyla ele alinmigtir. LIME ve
SHAP gibi 6rnek bazli ve ozellik katki temelli yontemler, model
kararlariin yerel ve kiiresel diizeyde anlagilmasini saglarken; karsi-
olgusal agiklamalar, kullanici acisindan daha eyleme doniik ve
sezgisel bir agiklama perspektifi sunmaktadir. Gorsellestirme
teknikleri ve Grad-CAM gibi yontemler ise Ozellikle karmagik
modellerde ag¢iklamalarin kullanic1 tarafindan algilanabilirligini
artiran tamamlayici araglar olarak 6ne ¢ikmaktadir.

Elde edilen degerlendirmeler, agiklanabilirligin tek basina
bir teknik ¢ikt1 degil, kullanic1 profili, uygulama alani ve kararin
baglam ile birlikte ele alinmasi gereken ¢ok boyutlu bir tasarim
problemi oldugunu gdstermektedir. Yerel agiklamalar bireysel
kararlarin sorgulanmasi agisindan gii¢lii bir ara¢ sunarken, kiiresel
aciklamalar model dogrulama, hata analizi ve adalet
degerlendirmeleri i¢in vazgecilmezdir. Bu nedenle modern XAI
yaklagimlarinin, tek bir yonteme dayali ¢éziimler yerine, birden fazla
aciklama tekniginin birlikte kullanildig1 hibrit ¢ergeveler lizerinden
ele alinmasi gerektigi ortaya ¢ikmaktadir.

Gelecek  calismalarda,  aciklanabilir  yapay  zeka
yontemlerinin nedensel ¢ikarim yaklasimlariyla daha siki bigimde
biitiinlestirilmesi  6nemli  bir arastirma  yonelimi  olarak
degerlendirilmektedir. Ayrica biiyiik dil modelleri ve {iiretici yapay
zeka sistemleri i¢in agiklanabilirlik mekanizmalarinin gelistirilmesi,
XAI alaninin giincel ve kritik arastirma basliklar1 arasinda yer

almaktadir. Bunun yani sira agiklamalarin dogrulugu, kararliligi ve
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kullanict tizerindeki etkilerinin sistematik bigimde
degerlendirilmesine yonelik standart oOlgiitlerin  gelistirilmesi,
giivenilir yapay zeka hedeflerine ulasmada belirleyici olacaktir.

Sonu¢ olarak, aciklanabilir yapay zeka, yalnizca model
icgoriisii sunan bir teknik ara¢ degil; etik, hukuki ve toplumsal
boyutlar1 olan, yapay zekd sistemlerinin sorumlu bicimde
tasarlanmas1 ve kullanilmasi icin temel bir gereklilik olarak
konumlanmaktadir
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BOLUM 13

SENTETIK TABULAR VERi URETIMINDE YENI
NESIL YAKLASIMLAR

IRFAN KOSESOY!
EREN PARTAL?

Giris
Veri odakli yontemler, modern bilimsel arastirmalarin ve
endiistriyel uygulamalarin temel dinamiklerinden biri héaline
gelmistir. Ancak pek ¢ok alanda gergek diinyanin verisine erisim;
mahremiyet kisitlari, yasal diizenlemeler, etik kaygilar, dengesiz
siif dagilimlari ve yiiksek toplama maliyetleri gibi nedenlerle ciddi
bigimde smirlanmaktadir. Ozellikle saglik hizmetleri, finansal
islemler, siber giivenlik analizi ve otonom sistemler gibi kritik
sektorlerde veri paylasimi ¢ogu zaman miimkiin degildir. Bu durum,
makine Ogrenimi modellerinin  egitilmesini  giiclestirmekte,
arastirmalarin ilerlemesini yavaslatmakta ve kurumlar arasi is

birligini kisitlayan yapisal engeller ortaya ¢ikarmaktadir (Goyal &
Mahmoud, 2024).

' Dr. Ogretim Uyesi, Kocaeli Universitesi, Yazilim Miihendisligi, Orcid: 0000-
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Bu baglamda sentetik veri liretimi, gercek verinin istatistiksel
ozelliklerini koruyan ancak kisisel veya kurumsal gizliligi ihlal
etmeyen alternatif bir ¢6ziim olarak giderek dnem kazanmaktadir.
Sentetik veri, veri yetersizligi, gizlilik gereksinimleri ve paylagim
engelleri gibi problemleri ortadan kaldirarak arastirmacilara esneklik
saglamakta; model gelistirme siire¢lerini daha erisilebilir, glivenli ve
Olceklenebilir hale getirmektedir (Chen, Lu, Chen, Williamson, &
Mahmood, 2021). Bununla birlikte, 6zellikle tablo tipi (tabular)
veriler—hem kategorik hem stirekli degiskenleri bir arada
barindirdigi, ¢cok modlu dagilimlar ve karmagik degisken iligkileri
icerdigi icin—sentetik liretimi en zor veri tlirlerinden biri olarak
kabul edilmektedir (Xu, Skoularidou, Cuesta-Infante, &
Veeramachaneni, 2019).

Gegmiste karar agaclari, Bayesian aglar1 ve copula tabanl
modeller gibi istatistiksel yontemler tabular veri i¢in yaygin sekilde
kullanilmigtir. Bu yontemlerde her bir siitun bagimsiz bir rastgele
degisken olarak ele alinmis ve degiskenler arasi ortak dagilimin
modellenmesi hedeflenmigtir. Ancak bu geleneksel teknikler,
varsaydiklart dagilim sekilleri ve getirdikleri yapisal kisitlar
nedeniyle karmasik, dogrusal olmayan veya yiiksek boyutlu iligkileri
temsil etmekte yetersiz kalmis; sonug¢ olarak trettikleri sentetik
veriler hem gercekgilik hem de istatistiksel biitiinliik agisindan sinirl
kalmistir (Miletic & Sariyar, 2024).

Derin 6grenme tabanli iiretken modellerin ortaya c¢ikist,
sentetik veri iiretiminde yeni bir paradigma olusturmustur. Ozellikle
Generative Adversarial Networks (GAN) (Park et al.,, 2018),
Variational Autoencoder (VAE) (Apellaniz, Parras, & Zazo, 2024)
tirevleri ve daha yakin donemde gelistirilen diflizyon modelleri
(Hengrui Zhang et al., 2024), veri dagilimin1 herhangi bir belirli
fonksiyonel forma bagli olmaksizin ugtan uca 6grenebilme yetenegi
sayesinde tabular verinin karmasik yapisini ¢ok daha basarili sekilde
yakalayabilmektedir. Bu modeller, degiskenler arasi iliskileri, cok
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modlu dagilimlari, dengesiz siniflar1 ve yiiksek boyutlu yapilarin
niianslarin1 temsil ederek daha gergekci ve daha faydali sentetik
ornekler liretme potansiyeline sahiptir.

Bu c¢alisma, derin 6grenme tabanli sentetik veri iiretimi
yaklasimlarin1 kapsamli bigimde incelemeyi; klasik istatistiksel
yontemler ile modern iiretken modelleri karsilastirmayi; tabular
veriye 0zgii zorluklar1 ele alarak gilincel ¢ozlimlerin giiclii ve zayif
yonlerini tartismay1 amaglamaktadir. Nihai hedef, gizliligi koruyan,
istatistiksel olarak tutarli, yiiksek kullanim degerine sahip ve pratik
veri analiz siireclerini destekleyen sentetik verilerin nasil
iiretilebilecegine dair sistematik bir ¢er¢eve sunmaktir.

Sentetik Veri Uretiminin Teorik Temelleri ve Derin
Ogrenme Yaklasimlari

Sentetik veri Uretimi, veri gizliligi, veri dengesizligi ve etik
kisitlar nedeniyle gercek veri erisiminin zorlastigir giiniimiiz veri
yonetimi ortaminda kritik bir arastirma alani1 haline gelmistir. Bu
boliim, sentetik veri iretimini miimkiin kilan temel teorik ilkeleri
inceleyerek modelleme yaklagimlarinin matematiksel ve istatistiksel
arka planin1 agiklamayir amacglamaktadir. Olasilik dagilimlarinin
temsilinden latent wuzay kavramina, veri bagimliliklarinin
modellenmesinden oOrnekleme prensiplerine kadar uzanan bu
temeller hem klasik yontemlerin hem de gilincel derin 6grenme
tabanli yaklagimlarin anlasilmasi i¢in gereklidir.

Boliimiin devaminda, GAN, VAE ve son donemde 6ne ¢ikan
diflizyon modelleri gibi modern iiretken yontemler ayrintili bicimde
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ele alinacaktir. Bu ¢ercevede her bir yontemin tabular veri tizerindeki
performansi, Ogrenme kapasitesi, avantajlari, sinirhliklart ve
kullanim senaryolar tartigilacaktir.

Tabular Verinin Yapisal Ozellikleri

Tablo tipi (tabular) veriler; siirekli, kategorik, binary ve
ordinal olmak tlizere farkl: tiirlerde degiskenleri ayn1 yapida bir araya
getirebilen heterojen veri bi¢cimleridir. Bu veri tiiriinde her bir siitun
bagimsiz bir 6zelligi, her bir satir ise bir gozlemi temsil eder. Ancak
tabular veriyi sentetik olarak iiretmeyi zorlastiran temel unsur, bu
heterojen Ozelliklerin istatistiksel olarak birbirleriyle iliskili olmas1
ve ¢ogu zaman karmagik bagimlilik yapilar: sergilemesidir.

Stirekli degiskenler, normal dagilimdan uzak, ¢ok modlu
veya uzun kuyruklu dagilimlara sahip olabilirken; kategorik
degiskenler sinif dengesizligi, nadir kategori (rare category) veya
yliksek kardinalite gibi sorunlar gosterebilir. Ek olarak, tablodaki
degiskenler arasindaki iligkiler cogu zaman lineer olmayan, kosullu
bagimliliklar iceren ve klasik istatistiksel modellerle ifade edilmesi
gii¢ yapilardir. Ornegin baz1 degiskenler yalnizca belirli alt gruplarda
iligki gosterirken, baska degiskenler karmasik etkilesimlerle veri
biitiinliiglinii belirler (Fonseca & Bacao, 2023).

Bu ozellikler bir arada degerlendirildiginde, tabular verinin
yalnizca dagilimlarinin degil, degiskenler arasi korelasyon ve
bagimlilik yapilarint da koruyacak bicimde modellenmesi
gerekmektedir. Dolayisiyla sentetik tabular veri iretimi hem
heterojen veri tiplert hem de karmasik cok degiskenli iliski aglar
nedeniyle diger veri tlirlerine kiyasla daha gii¢ bir problem olarak
karsimiza ¢ikmaktadir (Manousakas, Serg”, & Aydore, n.d.).

Geleneksel Istatistiksel Yaklasimlar

Sentetik veri iiretimi alaninda derin 6grenme yontemlerinin
ortaya cikisindan oOnce, tabular verinin dagilimini modellemek
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amaciyla cesitli klasik istatistiksel yaklagimlar gelistirilmistir. Bu
yontemlerin temel prensibi, veri setindeki her bir siitunu ayr1 bir
rastgele degisken olarak ele almak ve bu degiskenler arasindaki
bagimlilik yapilarini parametrik ya da yari-parametrik modellerle
tanimlamaktir. Karar agaci tabanli modeller, Bayes aglar1 ve copula
temelli yaklasimlar, uzun siire boyunca bu amagla en ¢ok kullanilan
yontemler arasinda yer almistir. Ancak bu teknikler, 6zellikle yiiksek
boyutlu, heterojen ve karmasik bagimliliklar iceren tabular veri
kiimelerinde 6nemli sinirliliklar gostermis; gercek veriyi tam olarak
taklit etmede yeterli esneklik sunamamistir (Xu et al., 2019).
Asagidaki alt basliklarda, geleneksel yontemlerin temel c¢aligma
mantiklari ve kisitlari ele alinmaktadir.

Karar Agaci Tabanh Modeller

Karar agaci tabanli yontemler, tabular verinin yapisini
modellemek i¢in kullanilan en eski ve en yaygimn istatistiksel
yaklagimlardan biridir. Bu modeller, veri uzayini ardisik bolmelere
aytrarak her bir alt bolgede nispeten homojen dagilimlar olugturmay1
hedefler (Peng & Hanke, n.d.). Temel fikir, hedef degiskeni veya
degiskenler arasindaki kosullu iligkileri en iyi agiklayan bdlme
noktalarin1 secgerek veriyi hiyerarsik bir yapi haline getirmektir.
Asagidaki sekil 1 de karar agaci tabanli sentetik veri liretim siirecinin
genel akis1 gosterilmistir.

Sema, giris degiskenlerinin karar agaci bolme noktalarina
gore ayrilmast ve yaprak digiimlerde kosullu dagilimlardan
ornekleme yapilarak sentetik verilerin iiretilmesi slirecini
gostermektedir. Sentetik veri lretimi baglaminda karar agaclar
genellikle iki sekilde kullanilmistir:

1. Her degisken ic¢in kosullu dagilimi tahmin etmek
amaciyla aga¢ modellerinin kullanilmasi
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2. Tim veri setinin yapisini yakalamak icin rastgele orman
veya hibrit tabanli yaklasimlarla ¢oklu aga¢ yapilarinin
bir araya getirilmesi.

Sekil 1. Karar agaci tabanli sentetik tabular veri tirvetim siirecinin
akis semast.

Kok |
Dil%lim
_
Girig Verisi [ Hb<t?

.

23 8.9 17 ‘ )r.'g t [Fw'r'm'n <? 75 92

50 11.2 85 47 10.9

| }rlpmﬁi ‘ ‘ Yaprak ‘

| Yaprak | Yaprak ‘ { Yaprak ‘ | Yaprak ‘

Ozellikle CART (Classification and Regression Trees)
(Deconinck, Hancock, Coomans, Massart, & Vander Heyden, 2005)
ve Random Forest gibi yontemler, belirli degiskenlerin digerlerine
kosullu bagimliliklarini yakalamada basarilidir. Ancak bu yontemler,
verideki karmasik c¢ok degiskenli etkilesimleri tam olarak
ogrenmekte sinirli kalir; ¢iinki bolme islemi cogunlukla eksen
hizalidir ve degiskenler arasindaki dogrusal olmayan iligkileri temsil
etmekte yetersizdir.

Bir diger 6nemli siirlilik ise, karar agact modellerinin her
yapragl bagimsiz bir dagilim varsayimiyla iiretmesi nedeniyle, veri
setinin genel korelasyon yapisini korumakta yetersiz kalmasidir.
Uretilen sentetik drnekler cogu zaman gergek veri dagilimima yakin
olsa da ozellikle yiiksek boyutlu veri kiimelerinde varyans ¢okmesi,
yapay Orneklerin birbirine fazla benzemesi veya marjinal
dagilimlarin bozulmasi gibi sorunlar ortaya ¢ikabilmektedir.
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Bu nedenlerle karar agaci tabanli modeller, sentetik tabular
veri Uretiminde anlasilir ve uygulanabilir olmalart bakimindan
avantaj saglasa da derin Ogrenme tabanli iiretken modellerin
sundugu esnekligi ve c¢ok degiskenli bagimliliklart yakalama
kapasitesini saglayamamaktadir.

Bayes Aglan

Bayes aglari, degiskenler arasindaki kosullu bagimliliklari ve
olasilik iligkilerini modellemek i¢in kullanilan grafik tabanli
istatistiksel yaklagimlardir. Bu aglar, her bir diigiimiin bir degiskeni,
diigiimler arasindaki yonlii kenarlarin ise degiskenler arasindaki
kosullu olasilik iligkilerini temsil ettigi yonlendirilmis dongiisel
olmayan grafikler (DAG) kullanir (Cai, Huang, & Xie, 2017). Bayes
aglari, tabular veri lizerinde degiskenler arasi karmasik iliskileri
yakalamak ve yeni veri Ornekleri liretmek igin yaygin olarak
uygulanmigtir. Ozellikle smif dengesizligi, eksik veri ve veri
giiriiltiisii gibi sorunlar karsisinda, agin kosullu olasilik tablosu
iizerinden 6rnekleme yapilarak gercekei sentetik veriler liretilebilir.

Klasik istatistiksel yontemlerin aksine, Bayes aglar
degiskenler arasindaki bagimliliklar1 agik bir bicimde modelleme ve
veriye dayali olarak gilincelleme avantaj1 saglar. Ancak bu yontemler,
degisken sayis1 arttikga ag yapisinin Ogrenilmesi ve olasilik
tablosunun yonetimi acisindan hesaplama maliyeti ve karmagiklik
sorunlartyla karsilasabilir. Yiiksek boyutlu ve heterojen tabular veri
setlerinde, karmasik bagimlilik yapilarmi tam olarak yakalamak
genellikle zordur; bu da sentetik veri iiretiminde siirliliklar
dogurabilir.

Copula Temelli Modeller

Copula temelli yaklagimlar, tabular verideki degiskenler
arasindaki bagimlilik yapilarimi modellemek ve farkli marjinal
dagilimlar1 bir araya getirerek ¢ok degiskenli dagilimlar olusturmak

icin kullanilan istatistiksel yontemlerdir. Copula fonksiyonlari, her
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bir degiskenin marjinal dagilimmi ayr1 ayr1 tanimlayabilme ve
degiskenler arasindaki bagimliliklar1 kopula fonksiyonlari ile ifade
etme esnekligi sunar (Li, Zhao, & Fu, 2020). Bu 6zellik, heterojen
veri tiplerinin bir arada bulundugu tabular veri kiimelerinde sentetik
veri iiretimi i¢in 6nemli bir avantaj saglar.

Copula temelli modeller, 6zellikle degiskenler arasindaki
lineer olmayan ve karmasik korelasyon yapilarini yakalamada
kullanilir. Ornegin, finansal risk modellemesinde farkli varlik
simiflar1 arasindaki bagimliliklar1 veya biyomedikal veride klinik
gostergeler arasindaki iliskileri modellemek igin tercih edilir. Ancak,
bu modellerin etkinligi biiyiik 6l¢iide dogru bagimlilik yapisini ve
uygun copula tipini se¢gmeye baglidir. Yiiksek boyutlu veri setlerinde
modelin parametrik karmasikligi ve ornekleme siireci hesaplama
acisindan zorluklar yaratabilir.

Geleneksel Istatistiksel Yaklasimlarin Kisitlamalari

Geleneksel istatistiksel yontemler uzun yillar boyunca
tabular verinin dagilimin1 modellemek i¢in temel araglar olarak
kullanilsa da modern veri bilimi uygulamalarmin gerektirdigi
esneklik ve ifade giiciinii gogu durumda karsilayamamaktadir. Bu
tekniklerin en 6nemli sinirliliklarindan biri hesaplama maliyetidir.
Ozellikle Bayes aglar1 ve copula temelli modeller gibi yontemlerde
degiskenler arasindaki olasi bagimlilik yapilarimi dogru big¢imde
temsil etmek, degisken sayisi arttikca hesaplama agisindan son
derece pahali hale gelir. Cok boyutlu copula modelleri, degisken
sayistyla birlikte iistel bigimde karmasiklasan bir bagimlilik uzay1
gerektirir ve bu durum pratik uygulamalarda ciddi performans
sorunlarina yol agabilir.

Bir diger temel sinirlilik, yontemlerin esneklik kapasitesidir.
Klasik istatistiksel yaklasimlar ¢ogu zaman belirli bir dagilim
ailesini (O6rnegin Gaussian copula veya eksponansiyel aile
dagilimlari) varsayarak calisir; bu durum gercek diinyada siklikla
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karsilasilan ¢ok modlu, karmasik yapili dagilimlarin dogru sekilde
temsil edilmesini giiclestirir. Ayrica kategorik degiskenlerin,
ozellikle yiiksek kardinaliteli veya nadir kategori iceren durumlarda,
dogal bicimde modellenememesi bu yontemlerin tabular veri i¢in
kullanimini daha da sinirlamaktadir.

Tim bunlara ek olarak, geleneksel modellerin degiskenler
arasindaki non-lineer ve kosullu bagimliliklar1 yakalama kapasitesi
siirhidir. Karar agaclari belirli non-lineer iligkileri temsil edebilse de
karmasik etkilesim yapilar1 sinirl derinlikte kaybolur; Bayes aglar
ise bagimlilik yonlerinin dnceden belirlenmesini gerektirdiginden
cok degiskenli non-lineer iligkileri temsil etmede yetersiz kalabilir.
Copula tabanli modeller, bagimlilik yapisini soyutlayabilseler bile
secilen copula fonksiyonunun temsil giicli gercek veri iliskilerinin
karmagikligini ¢ogu zaman karsilamaz.

Bu nedenlerle geleneksel yontemlerle iiretilen sentetik
veriler, gercek veri dagilimindaki ince yapisal Ozellikleri ¢ogu
durumda yeterince yakalayamaz ve elde edilen verinin hem
gercekeilik diizeyi hem de pratik kullanim degeri sinirli kalir.

Derin Ogrenme Tabanh Uretken Modeller

Derin 6grenme tabanli tiretken (generative) modeller, yiiksek
boyutlu ve karmasik yapiya sahip veri kiimelerinde gercekei
ornekler iiretme kapasitesi sayesinde sentetik veri liretiminin temel
yontemleri haline gelmistir. Geleneksel istatistiksel yaklasimlarin
cogu, dogrusal olmayan iliskileri, heterojen veri tiplerini ve ¢ok
degiskenli bagimlilik yapilarini modellemekte sinirli kalirken, derin
O0grenme mimarileri bu karmasik iligkileri temsil edecek esnek
fonksiyonel yapilar sunar (Goodfellow et al., 2020). Bu sayede,
tabular veride sik goriilen multimodal dagilimlar, eksik deger
yapilari, kategorik—sayisal degisken kombinasyonlar1 ve yiiksek
boyutluluk gibi zorluklar daha etkili bir sekilde ele alinabilmektedir.
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Bu boliimde, modern tiretken model aileleri ve tabular veri tiretimi
icin gelistirilen giincel yaklasimlar ayrintili bigimde incelenecektir.

Varyasyonel Otodlayicilar (Variational Autoencoders, VAE)

VAE modelleri, olasiliksal iiretken modelleme yaklagimini
derin 6grenme ile birlestiren temel yontemlerden biridir. Bir VAE,
veriyi daha diisiik boyutlu bir latent uzaya haritalayan bir enkoder
ag1 ile bu temsilden yeniden 6rnek iiretmeyi amaglayan bir dekoder
ag1 olmak iizere iki temel bilesenden olusur (Wang & Nguyen,
2025). Enkoder ag1, her bir gézlem i¢in tek bir nokta yerine, latent
uzaydaki temsilin bir dagilim tarafindan tanimlandigin1 varsayar;
genellikle bu dagilim Gaussian olarak modellenir ve ortalama () ile
varyans (c?) parametreleri iretilir. Bu sayede model, verideki
belirsizligi ve cesitliligi latent uzayda acgikca temsil edebilir.

VAE’ler, sentetik veri iiretiminde 6nemli avantajlar sunar.
Stirekli ve diizenli bir latent uzay olusturarak interpolasyon ve yeni
veri tiiretimi i¢in uygun bir yap1 saglar. Olasiliksal 6grenme yapisi,
veri dagilimimi genis bir sekilde temsil eder ve egitim siireci
GAN’lara kiyasla daha kararlidir.

Buna karsin VAE’lerin bazi smirliliklar1 da vardir. Uretilen
ornekler genellikle asir1 yumusama (over smoothing) gosterir ve
gercek veriye kiyasla daha bulanik, ortalamaya yakin hale gelir.
Karmagik ve ¢ok modlu dagilimlari tam temsil etmekte
zorlanabilirler ve latent uzayin Gaussian dagilimina zorlanmasi, bazi
karmagsik tabular veri yapilarinda kisitlayici olabilir. Standart
VAE’ler ayrica kategorik degiskenlerin ayrik dogasini yakalamakta
giicliik ¢ekebilir.

Genel olarak, VAE’ler giiclii ve esnek bir Uretken model
sunarken, veri yapisina ve uygulama gereksinimlerine bagl olarak
siirlamalari da goz onilinde bulundurulmalidir.
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Uretken Cekismeli Aglar (Generative Adversarial Networks,
GAN)

GAN, iiretken modelleme alaninda 6nemli bir yaklagim
olarak one ¢ikar ve temel olarak jenerator ile diskriminatdr olmak
iizere iki karsit agdan olusur. Jenerator, rastgele giirtiltiiden gercekei
veri Ornekleri tiretmeye caligirken, diskriminatdr ise bu O6rneklerin
ger¢ek mi yoksa sentetik mi oldugunu ayirt etmeye calisir. Bu
karsilikli rekabet siireci, modelin veri dagilimini 6grenmesini saglar
(Karthika & Durgadevi, 2021).

GAN’larin en bilinen sinirlamalarindan biri, mod ¢okmesi
(mode collapse) problemidir; bu durumda jenerator, veri dagiliminin
yalnizca smirli bir kismini 6grenir ve cesitlilik diisiik sentetik
ornekler iiretir. Ozellikle tabular verilerde klasik GAN’lar yeterince
etkili olamayabilir; bu nedenle CTGAN ve TVAE gibi tabular veri
icin Ozel olarak gelistirilmis varyantlar kullanilir. Bu modeller hem
sayisal hem de kategorik degiskenleri iceren heterojen veri yapilari
iizerinde basarili performans gostermektedir.

Difiizyon Modelleri

Difiizyon modelleri, son yillarda iiretken modelleme
alaninda 6ne ¢ikan yaklagimlardan biri olarak dikkat ¢cekmekte olup,
veri dagilimin1 6grenmek ve yiiksek kaliteli 6rnekler liretmek i¢in
istatistiksel ve fiziksel siireglerden yararlanmaktadir. Bu modellerin
temel mantig1, veriyi kademeli olarak giiriiltiiyle bozmak ve
ardindan bu siireci tersine ¢evirerek orijinal veri dagilimini yeniden
olusturmaktir. Diflizyon stiireci, ileri ve ters diflizyon olmak {izere 1ki
asamada gercgeklesir. Ileri difiizyon asamasinda gergek veri her
adimda giirtiltii eklenerek sistematik bicimde bozulur ve siireg
sonunda tamamen rastgele giiriiltiiye doniisiir (Croitoru, Hondru,
Ionescu, & Shah, 2023).

Ters diflizyon asamasinda ise model, bu giirtiltiilii veriyi

adim adim temizleyerek baslangictaki veri dagilimma benzer
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ornekler iiretir. Bu iki yonlii mekanizma, 6zellikle yiiksek boyutlu
veri ve gorlntii iiretiminde olduke¢a etkili sonuglar vermektedir.
Modellerin bu yapisi, veri dagiliminin karmagik yapisin1 dogal bir
stirecle yakalamalarini saglar.

Diflizyon modellerinin énemli bir uzantisi olan skor tabanli
yaklasimlar ise tersine ¢evirme siirecini farkli bir perspektiften ele
alir. Bu yontemde model, her adimda veri noktalarinin olasilik
yogunlugu gradyanini (skor) tahmin ederek giiriiltiilii veriyi temizler.
Boylece veri dagiliminin geometrik 6zellikleri daha dogru temsil
edilir ve iiretilen drnekler daha gercekei hale gelir.

Tabular Veri i¢cin Ozel Modeller Ve Hibrit Yaklasimlar

Tabular veriler, siirekli ve kategorik Ozelliklerin bir arada
bulunmasi, ¢ok modlu dagilimlar ve dengesiz siif yapilar1 gibi
nedenlerle iiretken modelleme acisindan 6nemli zorluklar icerir. Bu
nedenlerle klasik tiretken modeller, goriintii veya metin gibi tek tip
veri modlarindan farkli olarak yapisal veride dogrudan
uygulanamayabilir. Son yillarda bu zorluklari ele alan ve tabular veri
icin Ozellestirilmis mimariler gelistirilmistir. Bu mimariler, GAN
tabanli modeller, VAE tabanli modeller, skor tabanli modeller ve akis
tabanli yaklasimlar olmak iizere dort ana kategori altinda
toplanabilir. Asagida bu yontemler kisaca agiklanmakta ve ilgili
akademik literatiir 6rnekleri ile desteklenmektedir (Wang, Chukova,
Simpson, & Nguyen, 2024).

GAN Tabanh Modeller

GAN tabanli modeller, tabular veri dagilimini dogrudan
ogrenmek ve yeni Ornekler iiretmek i¢in jenerator—ayrimci
(generator—discriminator) yapisini kullanir. Bu yaklagimlar, verinin
karmasgik istatistiksel yapisini taklit edebilme yetenegi ile one ¢ikar.

CTGAN (Conditional Tabular GAN)
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Stirekli ve kategorik 0Ozelliklerin  birlikte bulunmasi
nedeniyle karmasik ve ¢ok modlu dagilimlar sergileyen tabular
verinin dogru bigimde modellenebilmesi icin CTGAN, moda 6zgii
normallestirme (mode-specific normalization) adi verilen 6zel bir
normalizasyon stratejisi kullanir. Bu yoOntem, her bir siirekli
degiskenin dagiliminda yer alan potansiyel modlar1 istatistiksel
olarak belirleyerek, her modu kendi lokal yapisina uygun sekilde
Olceklendirilmis bir temsil alanina dontistiiriir. Boylece model, hem
veri i¢indeki ¢oklu modlar1 kaybetmeden ogrenebilir hem de
karmagsik dagilim bigimlerini jeneratdr lizerinde daha istikrarh
bicimde yakalayabilir. Bu yaklasim, 0Ozellikle geleneksel
normalizasyon tekniklerinin basarisiz oldugu ¢ok modlu tabular veri
senaryolarinda CTGAN’e belirgin bir avantaj saglamaktadir (Xu et
al., 2019).

CopulaGAN

CopulaGAN, SDV (Synthetic Data Vault) kiitiiphanesinde
sunulan CTGAN modelinin gelistirilmis bir versiyonu olup, tabular
verilerdeki ¢ok degiskenli bagimlilik yapilarin1 daha dogru temsil
edebilmek i¢in kopula teorisini GAN’larla birlestirir. Model,
degiskenler arasindaki karmasik korelasyonlar1 agik¢a modelleyen
bir kopula bileseni ile sentetik veri {iretim siirecini yonlendiren bir
iiretici—ayirici (generator—discriminator) mimarisini entegre sekilde
kullanir. Bu sayede geleneksel GAN tabanli yontemlerin ¢ogu
zaman Yyakalayamadigi yiiksek boyutlu bagimlilik iliskilerini
koruyarak, orijinal veri kiimesinin istatistiksel Ozelliklerine daha
yakin sentetik ornekler iiretilebilir. CopulaGAN, 6zellikle finans,
saglik ve sosyal bilimler gibi degiskenler arasi iligkilerin kritik 6nem
tasidigr alanlarda, gizlilik koruma gereksinimleri ile analitik
dogrulugu dengeleyen giiclii bir sentetik veri liretim araci olarak 6ne
¢ikmaktadir (Harshini Sivakami, Nivedhidha, Ramkumar, & Emil
Selvan, 2023).
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GAN tabanli yontemlerin avantaji 6rnekleme hizlart ve
yiiksek Ornek iiretim kalitesi olmasidir; dezavantaji ise egitimde
stabilitenin bazen zor olmasidir (Wang et al., 2024).

VAE Tabanh Modeller

VAE tabanli modeller, veriyi olasilik dagilimlar1 iizerinden
kodlay1p latent temsilde 6grenip yeniden iiretir; bu da veri dagilimi
hakkinda daha iyi istatistiksel kontrol saglar.

TVAE (Tabular VAE)

Tabular verilerin heterojen yapisin1 modellemek ve sentetik
veri liretmek icin tasarlanmis VAE tabanli iiretken modeldir. TVAE,
enkoder-dekoder mimarisi kullanarak her satir1 diisiik boyutlu
olasilik dagilimi {izerine kodlar ve latent uzayda Orneklemeyi
miimkiin kilar; ardindan dekoder bu latent temsillerden yeni tabular
ornekler tretir. Bu olasiliksal yapi, VAE nin latent uzay diizenleme
ve yeniden Ornekleme yeteneklerini kullanarak karmasik veri
iligskilerini O0grenmesine olanak tanir ve hem siirekli hem de
kategorik degiskenlerdeki dagilim 6zelliklerini daha 1yi yakalamay1
hedefler (Wang & Nguyen, 2025).

Hibrit ve Gelismis Modeller

Hibrit modeller, tek bir tiretken yaklagimin sinirliliklarin
asmak ve tabular verinin karmagik yapisin1 daha dogru temsil etmek
amaciyla birden fazla modelleme paradigmasini bir araya getiren
yaklagimlar olarak 6ne ¢ikar. Bu tiir modellerde ¢cogunlukla VAE’ nin
istatistiksel olarak saglam ve diizenli bir latent uzay olusturma
kapasitesi, GAN’1n yiiksek dogrulukta ve gergek¢i Ornek iiretme
becerisiyle biitlinlestirilir. VAE bileseni, veriyi diisiik boyutlu ve
siirekli bir latent temsile doniistiiriirken, GAN bu temsilleri daha
keskin, daha ayrintili ve orijinal dagilima daha yakin sentetik
orneklere doniistiirii. Benzer bi¢gimde, VAE-Diffusion gibi
modellerde VAE latent diizenlemeyi saglarken, diflizyon bileseni
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cok modlu dagilimlar1 daha istikrarli bicimde yeniden olusturarak
genel tiretim kalitesini artirir. Bu hibrit yapilarin temel avantaji, hem
istatistiksel tutarliligit hem de yiiksek cesitliligi ayni anda sunarak
ozellikle tibbi veriler gibi karmasik ve dengesiz dagilimlar iceren
tabular veri setleri i¢in gii¢lii bir alternatif {iretmesidir.

Bu yaklasimin  6nemli  6rneklerinden  biri  olan
TabTransGAN, GAN mimarisini Transformer katmanlariyla entegre
ederek tabular verideki uzun menzilli bagimliliklarin daha etkili
bigimde modellenmesini saglar. Transformer’in dikkat mekanizmasi
stitunlar arasindaki karmasik iliskileri 6grenirken, GAN bileseni
yiiksek kaliteli 6rnek tiretimini miimkiin kilar. Bu birlesim, 6zellikle
cok boyutlu ve korelasyon yogun veri setlerinde gelencksel GAN
tabanli yontemlere kiyasla daha dengeli, daha c¢esitli ve analitik
olarak daha kullanilabilir sentetik veri {iretimi sunar. Literatiirde
TabTransGAN’1n bu avantajlarini ortaya koyan c¢aligmalar, hibrit
mimarilerin tabular veri iiretiminde yeni bir standart olusturma
potansiyeline sahip oldugunu gdstermektedir (Hanbing Zhang et al.,
2025).

Hibrit modellere bir diger 6rnek, T-VAE-GAN yaklasimidir.
Bu modelde VAE, veri dagilimmin daha genel ve diizgiin bir
temsilini elde etmek i¢in kullanilirken, GAN bileseni bu temsil
iizerinden daha gergekg¢i Ornekler iiretir. Bu iki yapinin hiyerarsik
olarak birlestirilmesi hem dagilimin istatistiksel 0Ozelliklerinin
korunmasini hem de drneklerin gorsel ve yapisal kalite bakimindan
zenginlesmesini saglar. Literatiirde bu tiir birlesik modellerin
ozellikle yiiksek kaliteli ornek tiretimi gerektiren senaryolarda etkili
oldugu gosterilmistir (Anshelevich & Katz, n.d.).

Hibrit modeller igerisinde yer alan 6nemli bir diger yaklagim
ise VAE-GMM tabanli hibrit tasarimlardir. Bu tiir modellerde VAE,
veriyi latent uzaya kodlarken, bu latent uzay tek bir Gaussian
dagilim1 yerine Gaussian Mixture Model (6zellikle Bayesian GMM)

ile daha esnek ve cok modlu bir yapida modellenir. Boylece
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karmasik ve c¢ok modlu tabular veri dagilimlarinin temsili
giiclendirilir; VAE’nin diizenli latent uzay olusturma avantaji
GMM nin ¢ok modlu dagilimlar1 yakalama kapasitesiyle birlesir. Bu
entegre yapi, tek basina VAE veya tek basina istatistiksel yontemle
elde edilmesi zor olan yiiksek kalitede sentetik veri lretimini
miimkiin kilar (Apellaniz et al., 2024).

Bu boliimde ele alinan GAN, VAE, diflizyon ve hibrit tabanl
yaklasimlar, tabular veri sentezinin giderek derinlesen metodolojik
cercevesini ortaya koymaktadir. Her bir model ailesi, tabular verinin
heterojen yapisindan kaynaklanan 6zgiil zorluklara yonelik farkli
¢Oziim stratejileri sunmakta; bazilart ¢ok modlu dagilimlarin
yakalanmasinda, bazilar1 istatistiksel tutarliligin korunmasinda,
bazilar1 ise yiliksek kaliteli ve cesitli Ornekler iiretmede One
cikmaktadir. Bununla birlikte higbir yaklagim tek basina tiim veri
tiirleri ve kullanim senaryolar1 i¢in ideal bir ¢dziim sunmamaktadir;
bu durum hibrit yontemlerin yiikselisini hizlandirmakta ve
gelecekteki arastirmalarin ¢oklu mimarilerin tamamlayici yonlerini
daha  verimli  bicimde  biitiinlestirmeye  odaklanacagini
gostermektedir. Genel olarak degerlendirildiginde, tabular veri i¢in
gelistirilen modern liretken modeller, veri gizliligi, veri paylasimi ve
veri yetersizligi gibi giderek daha kritik hale gelen problemlere
giiclii ve esnek ¢oziimler sunmakta hem akademik aragtirmalar hem
de gercek diinya uygulamalari i¢in yeni imkanlar yaratmaktadir.
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BOLUM 14

Valf Noktasi Yiikleme Etkisi Altinda Ekonomik Yiik
Dagitim Probleminin Gri Kurt Optimizasyon
Algoritmasi ile Coziimii

Emine DENIZ OZ'

Giris
Teknoloji gelistikce diinya iizerindeki elektrikli ara¢ ve
aletlerin kullanim1 artmaktadir. Elektrikli ara¢ ve aletlerin enerji
tilketimi ge¢mis yillara oranla ¢ok daha fazla artis gostermektedir.
Bu artiglar elektrik enerji tiretim sistemlerinin optimize edilmesini
kritik hale getirmektedir. Literatiirde enerji sistemlerinin daha
ekonomik ve verimli kullanilmasi i¢in Ekonomik Yiik Dagitim

(EYD) problemine ¢oziimler sunulmaktadir (Parouha & Das, 2016;
Zou ve digerleri, 2016).

EYD’nin amaci, sistemden istenilen elektrik giiciliniin
minimum maliyetle ve yiiksek giivenilirlikle karsilanmasini
saglamaktir. EYD problemleri ilk olarak klasik optimizasyon
metotlart ile ¢ozilmiistir (Wood, Wollenberg & Sheblé, 2013).
Lambda iterasyon gibi klasik yontemler biiylik sistemlerde yiiksek
hesaplama siirelerine ihtiya¢ duymaktadir. Bu ylizden yapay sinir

! Ars. Gor, Kiitahya Dumlupinar Universitesi, Bilgisayar Miihendisligi, Orcid:
0000-0003-0670-3578
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aglar ile ¢oziim bulmaya calisilmistir (Saeed, 2019). Yapay sinir
aglarinda 6grenme oranlarinin dogru sec¢ilememesinden dolay1
iterasyon sayist artmig ve ¢Oziim sliresi uzamistir. Elektrik
sistemlerinin daha basit oldugu zamanlarda Lagrange metodu (Lin
ve digerleri, 2023) ve Newton tabanli ¢oziiciiler (Qin ve digerleri,
2019) kararl1 ve hesaplama maliyeti diisiik ¢c6ziim hatt1 sunmuslardir.
Elektrik  sistemleri karmasiklagsmaya basladiginda maliyet
fonksiyonlar1 dogrusalligini yitirmistir. Dogrusal olmayan maliyet
fonksiyonlar1 i¢in klasik optimizasyon yontemleri yerine sezgisel
optimizasyon yontemleri kullanilmaya baglanmistir (Yang, Hosseini
& Gandomi, 2012).

Dogrusal olmayan ¢dziim uzaylari i¢in genetik algoritma,
diferansiyel evrim (Noman & Iba, 2008), harmoni arama (Wang &
Li, 2013) ve parcacik siiriisii (Mahor, Prasad& Rangnekar, 2009)
gibi yontemler daha iyi kesif-somiirii dengesi kurarak klasik
optimizasyon yontemlerinin yerine ge¢mistir. Sezgisel optimizasyon
algoritmalar1 genellikle ¢6ziim uzaymi ararken valf noktasi gibi
maliyete etki edecek bilesenleri géz ardi etmektedir. Valf noktas,
maliyetin giice gore ani artis gosterdigi bolgedir. EYD problemleri
valf noktas1 yiiziinden dogrusal olmayan bir hale gelmektedir.

Bu calismada sezgisel optimizasyon algoritmalarindan Gri
Kurt Optimizasyon (Grey Wolf Optimization - GWO) algoritmasi
kullanilarak ~ bir  kesif davranist  modellenecektir.  GWO
algoritmasinin maliyet fonksiyonuna, valf noktasi yiikleme
bilesenleri eklenerek dengeli bir kesif siireci olusturulacaktir. Valf
noktast yiikleme bilesenlerinin maliyet fonksiyonuna eklenmesi,
GWO’nun siirii davranisin1 daha hassas hale getirilmesi ve alfa—
beta—delta yonetim optimizasyonu daha stabil yOnetilmesini
saglayacaktir.
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Ekonomik Yiik Dagitim Problemi

Elektrik sistemlerinde minimum iiretim maliyeti, maksimum
giivenilirlik ve gili¢ rezervinin paylasimi ¢ok kritiktir (EI-Keib, Ma
& Hart, 2002). Elektrik enerjisinin ekonomik dagitimi, tiretimde
kalite ve verimlilik i¢in dnemlidir. Uretim iinitelerinin gii¢ toplamu,
elektrik kayiplarina ve sistemin toplam yiikiine baglidir. Bu yiizden
operasyonel faaliyetler sirasinda ekonomik yiik dagitimi, sistemin
beklenen yiikiine uyum saglamalidir.

Bir sistemdeki farkli birimler arasindaki gii¢ yiikiini
minimum yakit maliyeti ile karsilamak igin birimlerin ¢ikis
seviyelerinin optimizasyonuna ekonomik yiik dagitimi denir. EYD
problemi, toplam yakit maliyetini minimize ederek sistemdeki giic
talebini ve iletim kayiplarini karsilar. Denklem 1’de verildigi lizere
caligan tlim birimlerin maliyet fonksiyonlarinin toplami sistemin
toplam yakit maliyetini verir.

N
Fr = z F;(P;)  Denklem1
i=1
Birim 1 i¢in maliyet fonksiyonu F;, birimin gii¢ ¢ikis1 i¢in P;
kullanilir. Her birim igin F;(P;) denklem 2’de wverilen ikinci
dereceden bir denklem ile ifade edilir.

Fi(Pi) = al-Pl-z + biPi + ¢; Denklem 2

Denklem 2°deki P;, birimin minimum ve maksimum sinirlari
arasinda olmalidir ve a;, b; ve ¢ maliyet katsayilaridir. Klasik EYD
problemleri maliyet fonksiyonunu digbiikey (convex) diizeyde ele
almaktadir. Fakat gercek diinyadaki santrallerde valflerin agilip
kapanmasi maliyet fonksiyonunu digbiikey olmayan (non-convex)
bir yapiya tasir. Bu yilizden bu ¢alismada Denklem 3’teki F;(P;)
esitligi kullanilarak valf noktalar1 ele alinmistir.
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F;(P,) = a;P} + b;P; + ¢;
+ |e; x sin (f; x (pmn — P)|  Denklem3

Valf noktas1 etkisini modelleyen katsayilar e; ve f;, i
biriminin ¢ikis giici P; ve minimum {iretim limiti P™" ile
gosterilmektedir. EYD i¢in toplam giic denklem 4’teki gibi talep
edilen gii¢ ile kay1p giicilin toplamidir.

N
Z P;= P, + P Denklem 4
i=1

Denklem 4’teki P; sistemin toplam gii¢ kayiplaridir ve P, ise
sistemin toplam gii¢ talebidir. Denklem 5°te sistemin toplam giic
kay1p formiilii verilmektedir.

N N N
P, = Z Z Bi;P;P; + 2 BjoP; + Byg  Denklem 5
i j L

Denklem 5’teki P; i. birimin Urettigi giic miktarii, P; j.
Birimin irettigi glic miktarin1 gostermektedir. B-Katsayilarindan
Byj,
olusan  kayiplarin  kuadratik  temsilidir. By, yik akis

farkli birimlerin {retimlerinin birbirleriyle etkilesimi sonucu

modellemesinden gelen lineer diizeltme terimidir. By, ise sabit
kayip bilesenidir.
Gri Kurt Optimizasyon Algoritmasi

2014 yilinda Mirjalili ve arkadaglan tarafindan Gri kurt
optimizasyon (GWO) algoritmasi 6nerilmistir (Mirjalili ve digerleri,
2014). Bu algoritma, gri kurtlarin sosyal hiyerarsisini, avlanma

stireclerini ve grup 6zelliklerini taklit eder.

Gri kurtlarda hiyerarsi a, 8,y ve w gruplarindan olusur. «,
baskin kurt olarak siirliyli yonetme kapasitesine sahiptir.
Hiyerarsinin ikinci seviyesindeki f, karar verme ve diger siirii
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faaliyetlerinde a’ya yardimci olan ast kurtlardir. w, en diisiik riitbeli
kurttur ve diger tlim kurtlara boyun eger.

Kurtlarda avlanma siirecleri ise avi takip etme, kovalama ve
yaklasma, av hareket etmeyi birakana kadar takip etme, ¢cevreleme
ve avina saldirma asamalarindan olusur.

GWO, cok boyutlu bir arama alaninda hareket etmek i¢in gri
kurtlarin davranisina bakar,. GWO’da «,f,y ve w kurtlarinin
konumlari birbirinden farkli olarak kabul edilir ve avin kurtlara olan
uzakligi amag¢ fonksiyonunun degerini belirler. Her bir kurdun
yinelemeler boyunca daha iyi bir konuma hareket etmesi ile en 1yi
cozlimler kaydedilir. GWO’nun amaci en kisa yoldan ava ulagmaktir.
Kurtlarin hareketi kesif, kusatma, avlanma ve somiirii asamalarindan
olusur.

Kurtlar kesif siirecinde birbirlerinden ayrilip daha sonra
saldir1 i¢in birlesirler. Kurtlarin birbirinden uzaklagmasi igin
matematiksel olarak 1°de biiyiik ve -1’den kiiciik rastgele sayilar
kullanilir. Avi aramak icin ise rastgele agirlik saglayacak deger
kullanilir. Kesif siireci GWO algoritmasinda rastgele bir popiilasyon
olusturur.

Kusatma siireci a,f vey kurtlarin avi g¢evrelemek igin
konumlarinm1 gilincellemesi ile baglar. Denklem 6 ve 7, ¢evreleme
davranisinin matematiksel temsilini gostermektedir.

D= |C?.X_)p(t)—)?(t)| Denklem 6
)?(t +1) = Tp(t) —A.D Denklem?7

t o anki iterasyonu, AveC katsay1 vektorlerini, )Tp avin konum

vektoriind, X ise kurdun konum vektoriinii temsil etmektedir.

Avlanma asamasinda « kurtlar rehberlik eder, f ve y kurtlar
daha sonra katilir. , f ve y avin konumunu tahmin eder ve diger

kurtlarin avin etrafindaki konumlar rastgele giincellenir.
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Av hareket etmeyi biraktiginda kurtlar ava saldirir. Ava
yaklagmak matematiksel olarak modellendiginde [-2a, 2a] araliinda
rastgele bir deger atanir. Yinelemeler boyunca a degeri azaltilir.

Bu calismada Gri kurt optimizasyon algoritmasi, denklem
8’deki amag fonksiyonunu en aza indirmek i¢in uygulandi.

N N
f=) FE)+ a | abs (Z P—Py- PL> Denklem 8
=1 i=1

Denklem 8’deki g; yik dengesine uymayan c¢oziimleri
cezalandirmak i¢in kullanilir.

Niimerik Calisma

Bu caligmada valf noktasin1 dikkate alan GWO tasarlanmis
ve ¢ikan sonuglar Pargacik Siirii Optimizasyonu (Particle Swarm
Optimization - PSO), Yapay ar1 koloni algoritmas1 (Artificial Bee
Colony — ABC), Ates bocegi algoritmasi (Firefly Algorithm) ve
Guguk kusu arama (Cuckoo Search) gibi optimizasyon algoritmalari
ile kiyaslanmistir. Calismada 2 farkli iiretim sistemi ele alinmstir: 3
iiniteli tiretim sistemi ve IEEE 30-Bus (6 tiniteli) tiretim sistemi.

3 Uniteli Test Sistemi

Algoritmanin dogrulugunu test etmek i¢in ilk olarak kiigiik
Olcekli bir test sistemi tablo 1°deki degerler ile olusturuldu.

Tablo 1: 3 Uniteli Test Sistem Degerleri

Unite | a b c e f Pmin | Pmax
1 0.008 7.0 200 30 0.04 10 85
2 0.009 6.3 180 20 0.05 10 80
3 0.007 6.8 140 20 0.06 10 70

1. iiretim biriminin maliyeti en yiiksek 3. Uretim biriminin
maliyeti en dislktiir. Algoritmanin yiikii daha diisiik maliyetli
iiretim birimine kaydirmasi beklenir.
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IEEE 30-Bus (6 Uniteli) Test Sistemi

IEEE 30-Bus literatiirde standart kiyaslama olarak kabul
edilir. 3 initeli sisteme gore ¢ok daha biiylik gili¢ talepleri icin
kullanilir. Tablo 2°de 6 {initeli test sisteminin maliyet katsayilar1 ve

iiretim limitleri verilmistir.

Tablo 2: 6 Uniteli Test Sistem Degerleri

Unite | a b c e f Pmin | Pmax
1 0.00375 | 2.00 0 50 0.06 50 200

2 0.01750 | 1.75 0 40 0.07 20 80

3 0.06250 | 1.00 0 20 0.08 15 50

4 0.00834 | 3.25 0 15 0.09 10 35

5 0.02500 | 3.00 0 10 0.09 10 30

6 0.02500 | 3.00 0 10 0.09 12 40

6 TUniteli test sistemi gergek bir elektrik sebekesinin
basitlestirilmis halidir. Daha yiiksek boyutlu problemlerde bu test
sistemi kullanilmalidir.

GWO Uygulamasi

Bu calismada GWO algoritmasi ile valf noktasi etkisini de
iceren EYD probleminin ¢oziimii gosterilmistir. Sekil 1’de GWO
algoritmas1 parametrelerin tanimlanmasiyla baslatilip, rastgele
poplilasyonunun iiretilmesiyle tetiklenmistir. Daha sonra kurtlarin
maliyet fonksiyonu Denklem 8 kullanilarak hesaplanmistir. Maliyet
fonksiyonlarma gore liderlik edecek «,f ve ykurtlar1 siralanir.
Yineleme boyunca a katsay1 giincellenir ve kalan siiriiniin konumu
liderlik eden kurdun konumuna gore giincellenir. Bu dongi
maksimum iterasyon sayisina ulasana kadar devam eder. GWO
algoritmasinda, popiilasyon boyutunu 30 ve maksimum iterasyon
say1s1 500 alinarak ¢alistirilmastir.
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Sekil 1: Valf noktast etkili GWO algoritmast
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Bu calismada 2 farkli {liniteli test sisteminde EYD problemi
modellenmis ve birbirinden farkli optimizasyon algoritmalar1 ile
calistirllmistir. Calisma, EYD problemlerinin parabol olmadigi ve bu
ylizden ¢ok modlu ele alinmasi gerektigi vurgulamak icin en iyi
sonu¢c veren GWO algoritmasinin  maliyet
degistirmistir. Tablo 3 ve 4’te 2 farkli test sistemi i¢in optimizasyon

algoritmalarimin sonuglar1 verilmistir.
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3 tniteli test sistemi daha basit bir sistem oldugu i¢in
coziimler Tablo 4’e gore daha diisiiktiir.

Tablo 3: 3 iiniteli test sisteminde algoritma sonuglari

Algoritma En iyi Ortalama Standart
Sapma

Pargacik Siirti 1600.60 1609.13 8.231

Optimizasyonu

Yapay ar1 koloni | 1600.51 1607.34 11.676

algoritmasi

Ates Bocegi 1600.47 1617.34 10.746

Algoritmast

Guguk Kusu 1600.46 1600.46 2.7e-6

Arama

Gri Kurt 1599.85 1600.05 0.0755

Optimizasyon

Valf Noktasi 1612.4241 1612.4300 0.0030

Etkili GWO

Tablo 4’¢ bakildiginda klasik GWO valf noktalarini
atlanabilir giirtiltii olarak goriip diisiik maliyetli ama fiziksel olarak
olmayan noktaya yakin ¢oziimler bulmustur. Valf Noktas1 Etkili
GWO, cok diisiik standart sapma ile gercek maliyet egrisine en yakin
¢Oziim kiimesini tiretmistir.

Tablo 4: 6 iiniteli test sisteminde algoritma sonuglar

Algoritma En iyi Ortalama Standart
Sapma

Parcacik Siirii 8401.45 8722.04 177.652

Optimizasyonu

Yapay ar1 koloni | 8372.27 8457.16 57.726

algoritmasi

Ates Bocegi 8388.45 8631.82 176.83

Algoritmast

Guguk Kusu 8356.06 8356.06 0.008

Arama

Gri Kurt 8313.98 8314.01 0.0189

Optimizasyon

Valf Noktasi 8320.3877 8320.4921 0.0685

Etkili GWO
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