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CHAPTER I 

 

 

Experimental Obtaining of Temperature and 

Performance Analysis of Three-Phase Induction 

Motor Rotor Bar Failure 

 

 

Asım Gökhan YETGİN1 

Ahmet ÇİFCİ2 

 

1. INTRODUCTION 

Induction motors are ubiquitous in industrial settings, prized 

for their simple construction, robustness, low operational costs, ease 

of maintenance, high efficiency, and reliability (Singh et al., 2016). 

Squirrel cage induction motors, representing 90% of all electric 

motors, dominate the industrial landscape as the primary means of 

converting electrical energy into mechanical energy (Chisedzi & 

Muteba, 2023). These motors are produced across a wide power 

spectrum, from small wattage to megawatts, finding application in 

diverse fields (Wu et al., 2022), including hazardous environments 
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such as oil refineries and blower installations (Chisedzi & Muteba, 

2023). Common applications include pumps, conveyors, machine 

tools, centrifugal machines, presses, elevators, packaging 

equipment, petrochemical and natural gas plants, grain elevators, 

shredders, and coal plants (Kathir, Balakrishnan & Manikandan, 

2014). 

Despite their inherent robustness, prolonged exposure to 

harsh operating conditions can lead to the degradation of induction 

motors. Early fault detection and diagnosis are crucial for mitigating 

the impact on productivity and minimizing financial losses (Vanga 

et al., 2023). Incipient faults are often asymptomatic but can lead to 

significant issues, including production line interruptions, damage to 

adjacent machinery, and, in severe cases, complete system failure, 

resulting in substantial economic consequences (Maloma, Muteba & 

Nicolae, 2017). Even minor faults can reduce efficiency, increase 

operating temperature (leading to reduced insulation lifespan), 

elevate vibration levels, and shorten bearing life (Chehaidia et al., 

2022). 

Faults in electric motors can be broadly classified into five 

categories: stator faults, stator winding connection faults, eccentric 

faults, rotor bar faults, and bearing and gearbox faults (Bahgat, Elhay 

& Elkholy, 2024). Additional fault types include overload, single-

phase drop, unbalanced supply, locked rotor, ground fault, 

overvoltage, and undervoltage (Kolla & Varatharasa, 2000). These 

faults manifest in various ways, including motor overheating, 

vibration, noise, and changes in motor current signatures. Therefore, 

early detection and accurate identification of these faults are critical 

for implementing timely maintenance strategies, preventing 

catastrophic failures, and ensuring optimal machine performance 

(Bahgat, Elhay & Elkholy, 2024). 

According to the Electric Power Research Institute (EPRI), 

the distribution of failures in induction motors is as follows: 41% 

bearing faults, 36% winding faults, 9% rotor faults, and 14% other 

faults. Similarly, the Motor Reliability Working Group of IEEE-IAS 

reports these figures as 44%, 26%, 8%, and 22%, respectively 
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(Umap & Bobade, 2020). Faults in induction motors are further 

categorized as either internal or external (Bahgat, Elhay & Elkholy, 

2024). The types of faults found in induction motors are detailed in 

Figure 1 of the source, though not specified here (Bahgat, Elhay & 

Elkholy, 2024). 

 

Figure 1: Induction motor fault types 

Early detection and diagnosis of motor faults will help 

prevent larger problems. There are many methods to detect faults in 

induction motors. Some of these are measurement of magnetic flux, 

measurement of vibration, measurement of noise/acoustic noise, 

surge test and motor current signature analysis (Kathir, Balakrishnan 

& Ganesan, 2012) 

Other common approaches to fault detection are the use of 

signal processing techniques. Among the various approaches 

examined, one can resort to the use of time-frequency 

representations, time scale analysis, polynomial phase 

transformation, Hilbert transform, Concordia transform, supply 

voltage modulation analysis, center of mass analysis, statistical 

moment analysis, and principal component analysis. In addition, 

artificial neural networks, fuzzy logic and expert systems are used in 

motor fault detection (Pires et al., 2012). 

2. INDUCTION MOTOR FAULTS 

Operational electrical or mechanical faults in induction 

motors often result in asymmetrical operating conditions. Rotor 

faults, a common issue in these motors, are broadly categorized as 
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either mechanical or electrical in nature. While mechanical faults 

occur more frequently, electrical asymmetries within the rotor cage 

pose a significant diagnostic challenge due to the inaccessibility of 

rotor current measurements during operation (Nemec et al., 2016). 

Although initial symptoms of induction motor failures may be 

subtle, they can precipitate substantial problems, including reduced 

efficiency, increased energy consumption, degraded performance, 

and accelerated long-term deterioration of motor components 

(Kathir, Balakrishnan & Manikandan, 2014). The following section 

details the commonly encountered faults in induction motors. 

2.1. Eccentricity Faults 

Eccentricity faults in induction motors arise from variations 

in the air gap between the stator and rotor during operation. These 

faults are responsible for a significant portion, approximately 80%, 

of mechanical failures in these motors. An eccentric rotor induces 

excessive mechanical stress, ultimately leading to bearing fatigue. 

While manufacturers strive to minimize asymmetry during 

production and assembly, inherent imperfections persist. As 

illustrated in Figure 2, eccentricity faults can be categorized into 

three types: static eccentricity, dynamic eccentricity, and a 

combination of both, referred to as mixed eccentricity. 

Static eccentricity is characterized by a constant air gap 

length as the rotor rotates, but with an uneven distribution of the gap 

at different radial positions, as depicted in Figure 2(b). Dynamic 

eccentricity, on the other hand, is defined by a periodically 

fluctuating air gap at a fixed circumferential location, as shown in 

Figure 2(c). Mixed eccentricity, representing a combination of both 

static and dynamic eccentricity, is illustrated in Figure 2(d) (Li et al., 

2021). 
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                  (a)              (b)   (c)    (d) 

Figure 2: Axial eccentricity failures (a) healthy case (b) static 

eccentricity (c) dynamic eccentricity (d) mix eccentricity 

Static eccentricity can be attributed to factors such as 

improper machine assembly or significant bearing wear. In this 

condition, the configuration of the air gap between the stator and 

rotor remains consistent along the stator circumference, regardless 

of whether the machine is at rest or in operation. This characteristic 

is visually represented in Figure 3 (Petryna, Duda & Sulowicz, 

2021). 

 

Figure 3: Static eccentricity 

The possible negative effects of static eccentricity are: 

• Shaft torque decreases 

• Unbalanced magnetic tension forces occur 

In contrast to static eccentricity, during dynamic eccentricity, 

the position of the minimum air gap width shifts along the stator 

circumference as the machine operates. This dynamic behavior is 

illustrated in Figure 4 (Petryna, Duda & Sulowicz, 2021). 
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Figure 4: Dynamic eccentricity 

2.2. Bearing and Gear Failure 

The primary factors contributing to bearing failures are 

contamination and corrosion. Given that induction motors are 

frequently deployed in harsh environments, they are often exposed 

to detrimental elements such as foreign materials, water, acids, and 

moisture, which significantly contribute to bearing degradation. In 

such industrial settings, contamination and corrosion accelerate 

bearing failures. Contamination, often in the form of dirt and other 

foreign materials, infiltrates the bearing lubrication. These particles, 

ranging in hardness from relatively soft to diamond-like, possess an 

abrasive nature that leads to pitting and abrasion, causing measurable 

wear on the bearing balls and raceways. Corrosion, on the other 

hand, can be initiated by exposure to water, acids, degraded 

lubrication, and even condensation resulting from improper handling 

during installation. As the chemical reaction progresses, it erodes 

particles, generating an abrasive effect similar to that caused by 

contamination (Önel & Benbouzid, 2008). 

Bearing misalignment, shown in Figure 5 in four figures, is 

also a common result of faulty bearing assembly (Önel & 

Benbouzid, 2008). 
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Figure 5: (a) Misalignment (out of line) (b) shaft deflection (c) bent 

or tilted outer ring (d) bent or tilted inner ring 

2.3. Winding Failures 

Stator winding faults can be categorized into five distinct 

types: winding-to-winding, coil-to-coil, line-to-ground, line-to-line, 

and open circuit faults. Among these, winding-to-winding faults, 

also known as stator turn faults, are considered the most problematic, 

as they often cascade into other fault types (Shashidhara & Raju, 

2013). Figure 6 visually depicts the various winding faults that can 

occur within stator windings.  
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Figure 6: Winding failures 

Stator winding faults are intrinsically linked to the 

degradation of stator winding insulation. These faults can be 

triggered by insulation failure between two turns within the same 

phase, between coils within the same phase, between two different 

phases, or between a phase and ground. Such failures lead to current 

imbalances, causing excessive current in the affected phase and 

impacting the remaining phases. This significant current imbalance 

is coupled with thermal stresses that further degrade the stator 

winding insulation and electrodynamic stresses that affect the end 

winding bonding and stator wedging, ultimately compromising the 

motor's reliability (Kocman & Nowak, 2019).  

2.4. Broken Rotor Bar Failure 

The presence of broken rotor bars (BRBs) raises safety 

concerns, reduces torque output, and destabilizes motor operation 

(Misra et al., 2022). BRB failures can be attributed to a multitude of 

factors, including mechanical, thermal, residual, environmental, or 

dynamic stresses. In squirrel cage induction motors, an undetected 

BRB failure leads to current redistribution from the broken bar to 
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adjacent healthy bars, causing an increase in current flow within 

them. This can generate electric arcs and elevate temperatures, 

potentially melting these bars and causing further rotor damage. 

Consequently, the production line is negatively impacted, resulting 

in economic losses (Chisedzi & Muteba, 2023). 

Furthermore, the centrifugal forces generated during motor 

rotation can dislodge small fragments of broken rotor bars, which, 

upon contact, can damage the stator winding and lamination. 

Additionally, adjacent broken bars cause uneven heating of the rotor 

bars, potentially leading to eccentricity and an unbalanced magnetic 

pull, which, in turn, can induce further rotor bar breakage and 

increase the nominal current due to the increased load on the adjacent 

bars. This results in a decreased average torque value (Misra et al., 

2022). 

BRB failures also contribute to increased core losses due to 

localized saturation. When a rotor bar breaks, the current that would 

normally flow through it is diverted to adjacent bars, causing current 

fluctuations in the neighboring bars. This induces an asymmetrical 

magnetic field. As expected, an increase in the number of broken 

rotor bars corresponds to a rise in core losses and stator copper 

losses, while rotor copper losses decrease. Consequently, the total 

losses of the induction motor increase with the rising number of 

broken rotor bars (Faiz & Takbash, 2013). 

Although broken rotor bars may not immediately cause a 

squirrel cage induction motor to fail, they can trigger severe 

secondary effects, such as asymmetrical rotor operation leading to 

unbalanced currents, torque pulsations, increased losses, and a 

reduction in average torque (Muteba, 2023). Visual representations 

of varying numbers of broken rotor bar failures are provided in 

Figure 7. 
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Figure 7: Rotor structures with different broken bar numbers (Liu 

et al., 2022) 

Other types of faults that may occur in asynchronous motors 

are normal output, overload, overvoltage, low voltage, single phase 

drop, voltage imbalance. These faults may cause the temperature of 

the motor to increase, abnormal noise, vibrations and decrease in 

motor performance (Vanga et al., 2023). 

3. MATERIAL AND METHODS 

In this section, a failure was created in the rotor bars of a 

three-phase squirrel cage induction motor with 1, 2 and 3 broken 

bars. The results obtained for each faulty case were compared with 

the healthy motor. The performance analyses of each motor were 

obtained by performing no-load operation, short-circuit operation 

and loaded operation tests of the healthy and faulty motors. In 

addition, motor temperatures were recorded and compared with a 

thermal camera during each operation. 

The experimental setup used is given in Figure 8 (a), and the 

experimental connection diagram is given in Figure 8 (b). 
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         (a)         (b) 

Figure 8: a) Experimental connection setup b) experimental 

connection diagram 

In the experiments, a FLIR E5 model thermal camera, a 

magnetic powder brake for the load, tachometer, a power analyzer, 

an autotransformer and measuring instruments were used. 

The no-load tests were performed at the nominal voltage of 

400 volts. The short-circuit tests were performed at the nominal 

current of 2.5 Amperes. The loaded tests were performed at the 

nominal voltage of 400 volts and the motor was loaded to full load. 

The nameplate values of the motor used are given in Table 1. 

Table 1: Nameplate of the motor used 

Parameters Values 

Voltage 400 V 

Frequency 50 Hz 

Connection Star 

Current 2.5 A 

Power 1100 W 

Speed 1415 rpm 

Pole pair 2 

The image of the motor used in the experiments is given in 

Figure 9(a), the stator structure of the healthy motor is given in 
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Figure 9(b) and the rotor structure of the healthy motor is given in 

Figure 9(c). 

   

 (a)                (b)                (c) 

Figure 9: a) Motor used in experiments b) stator structure c) rotor 

structure 

The 1, 2 and 3 broken rotor motors created in the study are 

given in Figure 10. The diameter of the broken bar created is 6 mm 

and their depth is as deep as the slot depth. In addition, the brokens 

were created as complete brokens. 

 

Figure 10: Created 1, 2 and 3 broken rotor structures 
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The equations given below are used to obtain the parameters 

(impedance, equivalent resistance, equivalent reactance, iron 

resistance and magnetization reactance) in the single-phase 

equivalent circuit model of the induction motor. 

The single-phase equivalent circuit model of the induction 

motor is given in Figure 11. 

 

Figure 11: Induction motor single phase equivalent circuit ( Lee et 

al., 2012) 

The equivalent impedance (Zk) value is obtained by Equation 

(1). Here Vk is the short circuit voltage and Ik is the short circuit 

current. 

k
k

k

V
Z

I
=                (1) 

The equivalent resistance value (Rk) is found in Equation (2) 

using copper losses (Pk) and short circuit current. 

2

k3*I *k kP R=               (2) 

The equivalent reactance (Xk) value is calculated with the 

help of Equation (3). 

2 2

k k kX Z R= −               (3) 
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After calculating the impedance, equivalent resistance and 

equivalent reactance values of the motor, the stator and rotor 

resistances (R1, R2) and leakage reactance (X1, X2) values are 

calculated as follows. 

1 2
2

kRR R= =                (4) 

1 2
2

kXX X= =               (5) 

With the help of the data obtained from the no-load test, the 

iron resistance (Rfe) and magnetization reactance (Xm) are calculated 

and are given in Equations (6) and (7), respectively. In the equations, 

Pfe represents the iron losses, V1 represents the voltage applied to the 

stator, and I0 represents the no-load current. 

2

13*
f e

fe

V
P

R
=                (6) 

1

0*Sin
m

o

V
X

I 
=               (7) 

 
4. OBTAINED RESULTS 

In this section, the values obtained as a result of the 

experiments of healthy and broken rotor motors are given in two 

parts: performance analysis and thermal analysis. 

4.1. Performance Analysis 

Each motor was tested under no-load operation, short-circuit 

operation and loaded operation. The results obtained are given below 

for comparison. Load operation tests were performed at nominal 

voltage and magnetic powder brake was used as the load. 
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Table 2: Results of no-load test of healthy and 1, 2 and 3 broken 

rotor motors 

Experiments 
Current 

[A] 

Voltage 

[V] 

Power 

[W] 

Speed 

[rpm] 

Power 

Factor 

Healthy Motor 1.79 400 112 1499.3 0.09 

1 BRB 1.82 400 114 1499.4 0.09 

2 BRB 1.84 400 127 1499.1 0.1 

3 BRB 1.87 400 130 1499 0.1 

When Table 2 is examined, it is seen that as the number of 

broken bar increases, there is a slight increase in the no-load current 

and accordingly an increase in iron losses. It is seen that the power 

factor values are close to each other. 

Table 3: Short circuit operation test results of healthy and 1, 2 and 

3 broken rotor motors 

Experiments 
Current 

[A] 

Voltage 

[V] 

Power 

[W] 

Power 

Factor 

Healthy Motor 2.5 70.7 189 0.62 

1 BRB 2.5 73.9 198 0.62 

2 BRB 2.5 74.6 200 0.62 

3 BRB 2.5 74.9 204 0.63 

When Table 3 is examined, there is a slight increase in copper 

losses. It is seen that the power factor value does not change, and the 

short circuit voltage value increases slightly as the number of broken 

rotors increases. It is seen that there is an increase in the total of iron 

and copper losses, which will result in more heating of the motor and 

a significant decrease in efficiency. 

Loaded operation tests for each motor were conducted at a 

nominal voltage of 400 volts. Loading was performed using a 

magnetic powder brake. Each motor was loaded at a nominal full 

load value. The obtained speeds were around 1420 rpm.  

The impedance, equivalent resistance and equivalent 

reactance values calculated using the values obtained from the no-

load and short-circuit test results are given in Figure 12. The changes 
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in iron resistance and magnetization reactance are given in Figure 

13. 

 

Figure 12: Impedance, resistance and reactance changes of 

healthy and broken rotor motors 

 

 

Figure 13: Iron resistance and magnetization reactance changes of 

healthy and broken rotor motors 
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When Figure 12 is examined, it is seen that the impedance, 

equivalent resistance and equivalent reactance values increase with 

the increase in the number of broken bars in the rotor. In Figure 13, 

it is seen that both the iron resistance and the magnetization 

reactance tend to decrease. 

Another important parameter in the performance evaluation 

of the induction motor is the efficiency analysis. The efficiency 

changes obtained using the loss power values obtained from the 

experiments are given in Figure 14. When the figure is examined, it 

is seen that the efficiency value decreases with the increase in the 

number of broken rotors bars. It is seen that the efficiency value of 

the motor with 3 broken rotor bars decreases by 2.3% compared to 

the healthy motor. 

 

Figure 14: Efficiency changes of healthy and broken rotor motors 

 

4.2. Thermal Analysis 

An increase in temperature in induction motors can lead to 

failures in the machine and a decrease in useful life. Therefore, the 

thermal behavior of the induction motor is considered a critical 

criterion on the basis of which the motor is selected. It becomes very 

important to predict the temperature behavior at the critical points of 

the induction motor (Cabral & Adouni, 2020). 
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The lifespan of an induction motor is contingent upon a 

multitude of factors, including operational load, duty cycle, 

environmental stressors, installation practices, temperature 

distribution, and manufacturing imperfections. Elevated motor 

temperatures can lead to significant issues and ultimately result in 

motor failure. Given their widespread use in applications such as 

electric vehicles, hybrid electric vehicles, chillers, land and marine 

propulsion systems, fans, mills, extruders, brake release 

mechanisms, compressors, shredders, crushers, blowers, and cranes, 

induction motors are subjected to various operating conditions. The 

annual failure rate for induction motors is typically between 3-5%, 

while for large industrial motors, this rate climbs to 12%. A 

substantial portion of these failures is attributed to the continuous 

heating of various motor components during operation. Thermal 

analysis has demonstrated that a majority of motor failures are either 

directly or indirectly linked to the sustained heating of various motor 

parts during operation. Overheating leads to the degradation of stator 

insulation and alterations in the rotor resistance value (Sudha et al., 

2020). 

Temperature changes were obtained during the no-load 

operation, short-circuit operation and loaded operation experiments 

of the healthy motor, 1, 2 and 3 broken rotor motors. A Flir E5 

camera was used to take thermal images. The temperature values in 

the section where the maximum temperature value was located were 

taken into account in the measurements. The measurements were 

taken by leaving a fixed distance from the setup where the 

experiments were carried out, and the same distance was maintained 

for each experiment. 

In thermal measurements, no-load and loaded tests were 

performed for 30 minutes. However, due to the high current in short 

circuit tests, the tests were performed to end in 60 seconds. The time 

scale in the graphs was drawn by taking these periods into account. 

Thermal images obtained from the no-load operation test are 

given in Figure 15 (a-d) for the healthy motor and the motor with 

broken rotor. 
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          (a)             (b) 

   
            (c)              (d) 

Figure 15: Thermal images obtained from the no-load test a) 

healthy motor b) motor with 1 broken c) motor with 2 brokens d) 

motor with 3 brokens 

Thermal images obtained from the short circuit test are given 

in Figure 16 (a-d) for the healthy motor and the motor with broken 

rotor. 

   
   (a)       (b)   

  
             (c)            (d) 
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Figure 16: Thermal images obtained from the short circuit 

operation test a) healthy motor b) motor with 1 broken c) motor 

with 2 brokens d) motor with 3 brokens 

Thermal images obtained from the loaded operation test are 

given in Figure 17 (a-d) for the healthy motor and the motor with 

broken rotor. 

  

                                (a)                       (b) 

   
             (c)             (d) 

Figure 17: Thermal images obtained from the loaded operation test 

a) healthy motor b) motor with 1 broken c) motor with 2 brokens d) 

motor with 3 brokenss 

The time-temperature changes obtained from the no-load 

operation test of the healthy motor and the motors with 1, 2 and 3 

broken rotors are given in Figure 18. It is understood that the initial 

temperatures in the experiments were around room temperature and 

the temperature values in the motors increased as time progressed. 

The test period was limited to 30 minutes. It is seen that the motor 

temperature values increased as the number of broken bars 

increased. It was determined that the temperature change of the 

motor with 3 broken bars increased by 5.244% compared to the 

healthy motor in the 30th minute. 
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Figure 18: Time-temperature variations obtained from the no-load 

test for healthy and broken rotor motors 

Figure 19 shows the time-temperature changes during the 

loaded operation tests of healthy and broken rotor motors. The 

loaded operation tests were limited to 30 minutes. It is seen that the 

temperature values increase rapidly in the loaded operation tests. 

Again, it shows that the 3 broken bar motor increased by 6.199% 

compared to the healthy motor in the 30th minute. 
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Figure 19: Time-temperature variations obtained from the loaded 

operation test for healthy and broken rotor motors 

 

Figure 20: Time-temperature variations obtained from short circuit 

operation test for healthy and broken rotor motors 

In Figure 20, the temperature changes in the short circuit 

operation test for each motor are given. Here, due to the high current 
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values, the experiments were completed within 60 seconds. When 

Figure 20 is examined, it is seen that the high current value during 

the short circuit test caused the temperature values to be high. It is 

seen that the rapid increase in the current value in the short circuit 

test caused the temperature values to increase rapidly after the 10th 

second. Again, it is seen that the temperature values in the 3 broken 

bar motor are higher than the healthy, 1 and 2 broken bar motors. It 

is also seen that the temperatures in the short circuit test reach the 

temperature values in the loaded operation before 1 minute is up. 

5. CONCLUSION 

Three-phase squirrel cage induction motors are the most 

commonly used motors in industrial applications. Despite their 

robust structure, motor failures can occur over time due to both 

external and internal effects. One of the most important of these 

failures is the broken rotor bar failure. Early detection of these 

failures will help prevent further growth of the failure and will 

contribute to the prevention of financial losses for the business. 

In the study, faults were created in the rotor section of a three-

phase squirrel cage induction motor in such a way that there would 

be 1, 2 and 3 broken rotor bars. Both performance and thermal 

analyses of the faulty motors and the healthy motor were performed. 

In this context, operation, short circuit operation and loaded 

operation experiments were performed, and performance analyses 

were performed for each motor. Thermal images of each motor were 

also obtained and compared during the experiments. 

The results obtained showed that with the increase in the 

number of broken rotor bars, the iron and copper losses of the motor 

increased, and as a result, the motor efficiency decreased. The 

resistance and reactance values increased depending on the number 

of broken bars. As a result of the thermal analysis, it was observed 

that the temperature values obtained in the no-load and loaded 

operation experiments increased as the number of broken rotor bars 

increased.During short circuit operation, it was observed that the 

temperature values increased rapidly due to the high current value, 
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and again depending on the number of broken bars, the temperatures 

were higher than in the healthy motor. 
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Optimization for Controller Design 
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1. Introduction 

The goal of the entire optimization process is to  find the best 

possible outcomes. Meta-heuristic optimization methods are 

recommended when addressing NP-hard problems. These 

algorithms are effective instinctively. At least they can locate a 

workable, quick solution in the search space, while there is no 

assurance that they will always arrive at the optimal one (Aydilek et 

al. 2017). Numerous scientific domains make extensive use of meta-

heuristic optimization techniques. Kennedy and Eberhart initially 

presented particle swarm optimization (PSO), a stochastic 

population-based technique.  The PSO algorithm emulates the 
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behavior of swarms in nature. It imitates fish and bird swarm 

behaviors. When these creatures seek food or defend themselves 

against enemies, they display social behaviours. These swarm 

characteristics served as the inspiration for the particle swarm 

optimization technique. Swarms in PSO are made up of particles. 

Every particle has values for position, velocity, and optimum 

position. The swarm has a global best value and is made up of 

particles. These numbers are utilised to determine the particles' 

subsequent locations and velocities. As a result, the particles travel 

to the more ideal solution and the algorithm converges. The pace of 

convergence influences the quality of the results. The algorithm's run 

time may rise and fail to reach the global optimum if convergence is 

too slow. Otherwise,  if the algorithm is very fast, this can cause it to 

get stuck at a local minimum. 

PID controllers have consistently had a prominent position in 

industrial applications because of their low cost and simplicity of 

use. In a variety of domains, metaheuristic algorithms have emerged 

as strong strategies for PID controller tuning. In order to optimize 

the parameters of PID-based control mechanisms, researchers have 

looked into a variety of artificial intelligence approaches (Ekinci, 

Hekimoğlu & Izci  (2021; Ayinla et al. (2024). In this study, we 

investigate different inertia weights, including constant, random, 

linearly decreasing, nonlinearly decreasing, and a weight based on 

the best global and local fitness values, for the controller design of a 

system. 

2.  Methodology 

2.1. Particle swarm algorithm 

The term "swarm intelligence" is used to define algorithms by 

drawing inspiration from the behaviours of animal colonies. The 

PSO algorithm is a swarm intelligence method used to solve 

optimization problems (Arumugam and Rao, 2008). The biggest 

advantage of the PSO algorithm is its simplicity in application 

because it only requires the adjustment of a few parameters. The 
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PSO algorithm consists of particles moving within a search space, 

and each particle represents a potential solution. Each particle's 

position vector, 𝑃𝑜𝑠𝑖 ,  velocity vector, 𝑉𝑒𝑙𝑖 , the position of the 

particle that has achieved the best objective function, 𝑃𝑏𝑒𝑠𝑡𝑖, and the 

best particle position in the swarm, 𝑃𝑔𝑏𝑒𝑠𝑡 are represented. In each 

update, the velocity of each particle is updated using the best position 

of the swarm and the particle as follows. 

𝑉𝑒𝑙𝑖 (𝑡 + 1) = 𝑤𝑉𝑒𝑙𝑖(𝑡) + 𝑐1𝑟1(𝑃𝑏𝑒𝑠𝑡𝑖(𝑡) − 𝑃𝑜𝑠𝑖(𝑡)) +

𝑐2𝑟2(𝑃𝑔𝑏𝑒𝑠𝑡(𝑡) − 𝑃𝑜𝑠𝑖(𝑡)))  
(1) 

𝑃𝑜𝑠𝑖(𝑡 + 1) = 𝑃𝑜𝑠𝑖(𝑡) + 𝑉𝑒𝑙𝑖(𝑡 + 1) (2) 

where inertia weight 𝑤  has a significant influence on both discovery 

and extraction procedures of the PSO algorithm. The random values 

𝑟1  and 𝑟2 fall between 0 and 1. The acceleration coefficients 𝑐1 and 

𝑐2  establish the rate of acceleration that will be applied to each 

particle's social and cognitive values, respectively. The flowchart of 

the PSO algorithm is given in Figure 2. 

2.2. Inertia weight approaches in PSO 

The inertia weight 𝑤  in Equation (1) plays a crucial role in the 

convergence profile of the PSO algorithm. (Shi and Eberhart, 1998)  

reported that the selection of a large inertia weight is necessary for 

global search, while a small inertia weight benefits local search. 

Furthermore,  Van den Bergh (2001) analyzed the impact of 𝑤 by 

setting 𝑐1  = 𝑐2 = 0. If 𝑤 is greater than one, the particle will 

accelerate to a maximum velocity. If 𝑤 is less than 1.0, the particle 

will slow down gradually until its velocity reaches zero.  
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Figure 1: Flowchart of the PSO algorithm. 

 

As a result, the choice of inertia weight influences the convergence 

and efficiencies of the PSO. Different inertia weight approaches are 

proposed in the literature and a list of inertia weights can be found 

in (Nickabadi, Ebadzadeh & Safabakhsh, 2011). We present some of 

the inertia weights in Table I. The constant inertia weight is set to 

0.7, while the random inertia weight varies between 0.5 and 1. 𝑤3 is 

a linearly decreasing inertia weight, starting from 0.9 and decreasing 

to a minimum value of 0.4. Moreover, 𝑤4   follows a nonlinear, time-
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decreasing strategy. 𝑤5 uses values based on the global best fitness 

and the average local best fitness. 

Table 1: Various inertia weight approaches 

Inertia Weight Reference 

𝑤1 = 0.7 (Shi & Eberhart, 1998) 

𝑤2 =
1 + 𝑟𝑎𝑛𝑑()

2
 

(Eberhart & Shi, 2001) 

𝑤3 = (𝑤𝑚𝑎𝑥 − 𝑤min)
(𝑇𝑚𝑎𝑥 − 𝑡)

𝑇𝑚𝑎𝑥

+ 𝑤min 

 

(Arasomwan & 

Adewumi, 2013) 

𝑤4 = (
2

𝑖𝑡𝑒𝑟
)

0.3

 
(Fan & Chiu, 2007) 

𝑤5 = 1.1 −
𝐹𝐺𝑏𝑒𝑠𝑡

(𝐹𝑃𝑏𝑒𝑠𝑡𝑖)𝑎𝑣𝑒𝑟𝑎𝑔𝑒

 (Arumugam & Rao, 

2008) 

3.  System description and PID optimization  

3.1. Model 

This part tunes the PID controller using an example of a DC 

motor system. The major objective is to efficiently manage the 

motor's speed. To develop a mathematical model, the mechanical 

stress is expressed as a constant torque (𝜏𝐿 ) and this system is 

considered to be linear.  The speed of the DC motor is controlled by 

regulating the armature voltage 𝑣𝑎(𝑡).  This produces an 

electromechanical force while armature current 𝑖𝑎(𝑡)  adjusts 

proportionally to the rotational speed (Ayinla et al., 2024; Izci and 

Ekinci, 2023). To model the DC motor, the following differential 

expressions characterizing the motor's speed and torque dynamics 

are provided: 

𝑣𝑎(𝑡) = 𝑖𝑎(𝑡)𝑅𝑎 + 𝐿𝑎

𝑑𝑖(𝑡)

𝑑𝑡
+ 𝐸𝑏 (3) 

Under constant flux conditions, the motor's induced voltage 𝐸𝑏  is 

linearly related to the angular velocity 𝜔 as illustrated below:  
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𝐸𝑏 = 𝐾𝑏  
𝑑𝜃(𝑡)

𝑑𝑡
= 𝐾𝑏 𝜔(𝑡) (4) 

A total torque consists of the impact of the inertia and fractional 

torques which is given by 

𝑇𝐸 − 𝑇𝐿 = 𝐽
𝑑𝜔(𝑡)

𝑑𝑡
+ 𝐵 𝜔(𝑡) = 𝐾𝑚𝑖𝑎(𝑡) 

(5) 

where 𝑅𝑎 and 𝐿𝑎 are the resistance and inductance of the DC motor 

respectively. 𝐸𝑏 is the back electromotive force, 𝐾𝑏 is the constant, 

𝜃 is the angular velocity, 𝜔 is the motor shaft velocity, 𝑇𝐸, 𝑇𝐿 are the 

electric and load torques respectively, 𝐽  indicates the motor's 

moment of inertia. 𝐵  and 𝐾𝑚  are frictional and torque constants 

respectively. Applying Laplace transform to equations (1-3) (with 

zero initial conditions) which leads to 

𝑣(𝑠) = (𝐿𝑎𝑠 + 𝑅𝑎)𝑖𝑎(𝑠) + 𝐸𝑏(𝑠) (6) 

𝐸𝑏(𝑠) = 𝐾𝑏𝜔(𝑠) (7) 

𝑇𝐸(𝑠) − 𝑇𝐿(𝑠) = (𝐽𝑠 + 𝑏)𝜔(𝑠) = 𝐾𝑚𝑖𝑎(𝑠) (8) 

Simplifying equations (4) and (6) results in  

𝑖𝑎(𝑠) =
𝑣(𝑠) − 𝐾𝑏𝜔(𝑠)

𝐿𝑎𝑠 + 𝑅𝑎
 (9) 

𝜔(𝑠) =  
𝑇𝐸(𝑠) − 𝑇𝐿(𝑠)

𝐽𝑠 + 𝐵
=

𝐾𝑚

𝐽𝑠 + 𝐵
𝑖𝑎(𝑠) (10) 

The DC motor’s transfer function can be expressed as follows:  

𝐺𝑝(𝑠) =
𝜔(𝑠)

𝑣(𝑠)
=

𝐾𝑚

(𝐿𝑎𝑠 + 𝑅𝑎)(𝐽𝑠 + 𝐵) + 𝐾𝑏𝐾𝑚
,  𝑇𝐿(𝑠) = 0 (11) 

Table 1 gives the parameter values of the DC motor, which is 

adopted from (Izci and Ekinci, 2023). 

 

 

 



 

--39-- 

 

Table 2. Parameter vaules. 

Symbol Definition Value 

𝑅𝑎 Armature resistance  0.4 Ω 

𝐿𝑎 Armature inductance 2.7 H 

J The moment of inertia 0.0004 kg 𝑚2   

B   The frictional constant 0.0022Nms/rad 

𝐾𝑚  Torque constant 0.015 N m/A 

𝐾𝑏  Back electromotive constant 0.05 Vs  

3.2.  PSO variant based PID controller design 

The PID controllers maintain a desired setpoint of closed-

loop systems. The PID controller has proportional (𝐾𝑝), integral (𝐾𝑖), 

and derivative (𝐾𝑑)  parameters  (Karl & Tore, 1995).  The transfer 

function of the PID controller is given as  

𝐶𝑃𝐼𝐷(𝑠) = 𝐾𝑝 + 𝐾𝑖

1

𝑠
+ 𝐾𝑑𝑠 (12) 

The ITAE  objective function is common in the litature (Ekinci,  

Hekimoğlu & Izci, 2021). The ITAE function is given as presented 

in Equation. (13). The settings are given in Table 2. 

 ITAE = ∫ 𝑡 |𝑒(𝑡)|𝑑𝑡
𝑡𝑠𝑖𝑚

0

 (13) 

The optimization process of PSO-based-PID controller gains 

was started by using the initialisation. This step involved combining 

the PSO  algorithm with a MATLAB/Simulink model. For each 

candidate in the population, the PID gains were given as a vector, 

𝐾 = (𝐾𝑝, 𝐾𝑖, 𝐾𝑑)  corresponding to each candidate in the 

neighbourhood. There were N randomly selected candidates in the 

population. A time-domain simulation of the DC motor speed 

control system with unity feedback and the suggested PID controller 

was performed for each choice.  For every candidate, the ITAE 

values were computed. Since different candidates typically resulted 

in varying speed outputs and ITAE values, the 𝑁 best solutions with 
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the lowest ITAE values were selected for the next iteration and 

updated before returning to the PSO algorithm. This process was 

continued until the maximum number of iterations was reached. The 

candidate with the lowest ITAE value was recorded as the optimal 

PID controller, and Table 4 presents the obtained PID parameters for 

the controllers. 

Table 3. Settings of the PSO variants algorithm for tuning 

controllers 

Setting Value 

𝑐1, 𝑐2 2 

𝑤𝑀𝑎𝑥, 𝑤𝑀𝑖𝑛  0.9, 0.4 

Population size 10 

Maximum iteration 20 

Lower pound  [0.001 0.001 0.001] 

 Upper bound [20 20 20] 

Dimension 3 

 Simulation  1s  

Table 4. Optimal PID settings found using the PSO variants 

algorithm  

Controller (𝐾𝑝, 𝐾𝑖, 𝐾𝑑) 

PIDw1 20.0000,    4.5991,    

3.4689 

PIDw2 20.0000,    4.6769,    

3.4658 

PIDw3 20.0000,   5.1601,    3.5204 

PIDw4 20.0000,    5.3782,    

3.5210 

PIDw5 20.0000,    5.3441,    

3.5349 
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4. Results and discussion 

This section presents the optimised PID controller's simulation 

results.  Convergence curves of the ITAE objective function using 

the PSO algorithm with different inertia weights is ilustrate in Figure 

3.  

 

Figure 2. Convergence curves of the objective function  using the 

PSO algorithm with different inertia weights  
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Figure 3. Responses of the PSO variants-based PID-controlled 

system. 

 

The closed-loop responses in terms of time and frequency 

are shown in Figures 3 and 4 respectively.  The corresponding 

results are reported in  Tables 5 and 6. Rise time is the time it takes 

for the system's output to rise from 10% to 90% of its final value. 

A rise time of 0.045998 seconds was achieved by the PSOw5 

algorithm, enabling the system to reach its final value the fastest. 

This indicates that the system performs well in terms of speed. 

Settling time refers to the time when the output remains within a 
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certain percentage (2%) of its final value. The PSOw1 algorithm 

achieved the lowest settling time, with a value of 0.081339 

seconds, allowing the system to reach a steady state quickly 

without oscillating around the final value. The lowest overshoot 

(0.0058681%) and steady-state error (6.3138e-05) were obtained 

by the PSOw5 algorithm. Overall, the PSOw5-based PID 

controller demonstrates excellent time-domain performance. 
 

Table 5. Time-domain performance analysis. 

 𝑡𝑟 ts OS (%) Ess (%) 

PSOw1-PID 0.046534      0.081339      0.11907       0.064333      

PSOw2-PID 0.046573      0.081387      0.12144      0.057354      

PSOw3-PID 0.046114      0.081824       0.027973      0.015591      

PSOw4-PID 0.046132       0.08197       0.022091              0.003133      

PSOw5-PID 0.045998 0.081975 0.0058681 
6.3138e-

05 

 

Table 6. Frequency-domain performance analysis  

 Gain 

margin(dB) 

Phase 

margin(deg) 

Bandwidth 

(Hz) 

PSOw1-PID Inf  -180      48.1982 

PSOw2-PID Inf -180       48.1601 

PSOw3-PID Inf -180      48.8157  

PSOw4-PID Inf -180        48.8215 

PSOw5-PID Inf -180      48.9906 
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Figure 4. Bode plots of the PSO-based PID-controlled DC 

motor. 

 

Frequency domain analysis was conducted as follows. The 

gain margin indicates how much the system's gain can be 

increased before it becomes unstable. An infinite gain margin (∞ 

dB) suggests that the system is highly stable and can tolerate a 

significant increase in gain without becoming unstable. The phase 
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margin indicates the stability of the system by showing how much 

phase lag it can tolerate before reaching instability. A phase 

margin of 180° means that the system is extremely stable. 

According to Table 6, all controllers achieve infinite gain margin 

and a -180° phase margin. The PSOw5-based controller provides 

the highest bandwidth among the algorithms. 
 

 

Figure 5.  Analysis of  closed-loop responses with parameters, 

𝑅𝑎 = 0.30 and 𝐾𝑚  = 0.012 
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Table 7.  Performance evaluation with parameters, 𝑅𝑎 = 0.30 and 

 𝐾𝑚  = 0.012 

 𝑡𝑟 ts OS (%) Ess (%) 

PSOw1-PID 0.056645 0.0987 0.12408 0.049567 

PSOw2-PID 0.056702 0.098743 0.12713 0.057943 

PSOw3-PID 0.056251 0.09995 0.03306 0.10811 

PSOw4-PID 0.056308 0.10022 0.029513 0.13059 

PSOw5-PID 0.056147 0.10034 0.016301 0.12691 

 

The DC motor's electrical resistance ( 𝑅𝑎 )  and torque 

constant (𝐾𝑚)  were varied by ±25% and ±20%, respectively, to 

perform the robustness analysis. This leads to four different types of 

parametric uncertainties. Figures 5, 6, 7 and 8 show the closed-loop 

step responses for all conditions. Tables 7, 8, 9 and 10 present the 

simulation findings for the time-domain performance assessment. 

The best values attained in the table are highlighted in bold. It is 

evident from the table that the PSOw1 and PSOw5-based PID 

controllers make the system robust. Despite varying parameters in 

the DC motor system, the proposed PSOw5-PID controller provides 

the lowest rise and overshoot for all testing conditions. For 𝑅𝑎 =

0.30  and 𝐾𝑚  = 0.012,  the PSOw1-PID controller exhibits a 

settling time of 0.0987 seconds and a steady-state error of 

0.049567%, respectively. 
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Figure 6.  Analysis of  closed-loop responses with 𝑅𝑎 = 0.30 

and  𝐾𝑚  = 0.018. 
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Figure 7. Analysis of closed-loop responses with 𝑅𝑎 = 0.50 and  

𝐾𝑚  = 0.012 
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Figure 8. Analysis of closed-loop responses with 𝑅𝑎 = 0.50 and 

𝐾𝑚  = 0.018 

Table 8.  Performance evaluation of condition II: 𝑅𝑎 = 0.30 and  

𝐾𝑚  = 0.018 

 𝑡𝑟 ts OS (%) Ess (%) 

PSOw1-PID 0.038898 0.06807 0.13971 0.038862 

PSOw2-PID 0.03893 0.068113 0.14186 0.033129 

PSOw3-PID 0.03853 0.068394 0.051471 0.0012387 

PSOw4-PID 0.038543 0.068511 0.045389 0.016615 

PSOw5-PID 0.038429 0.068493 0.028822 0.014111 
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Table 9.  Performance evaluation of condition III: 𝑅𝑎 = 0.50 and 

 𝐾𝑚  = 0.012 

 𝑡𝑟 ts OS (%) Ess (%) 

PSOw1-PID 0.056642 0.099051 0.092271 0.10266 

PSOw2-PID 0.056701 0.099122 0.094798 0.093808 

PSOw3-PID 0.056254 0.10037 0.0018215 0.040969 

PSOw4-PID 0.056314 0.10066 0 0.017213 

PSOw5-PID 0.056151 0.10077 0 0.021142 

Table 10.  Performance evaluation of condition IV: 𝑅𝑎 = 0.50 and 

 𝐾𝑚  = 0.018 

 𝑡𝑟 ts OS (%) Ess (%) 

PSOw1-PID 0.038881 0.068238 0.11675 0.1398 

PSOw2-PID 0.038913 0.068285 0.11853 0.13374 

PSOw3-PID 0.038515 0.068568 0.027564 0.097524 

PSOw4-PID 0.038529 0.068693 0.020934 0.081268 

PSOw5-PID 0.038415 0.068668 0.0047536 0.083944 

 

5. Conclusions  

This study investigates efficiency of the particle swarm 

optimization (PSO)  with different inertia weights.  Inertia weight 

determines the convergence success rate in the PSO algorithm. We 

have employed five inertia weights  including constant random 

linearly decreasing, nonlinearly decreasing local global best fitness 

values basis.  We use PSO variants to estimate the parameters of the 

PID controller to regulate DC motor speed. The PSO with global-
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average, local fitness-based inertia weight method (PSOw5) 

outperformed various time-domain performance criteria and 

delivered improved objective function values, demonstrating its 

effectiveness in controlling DC motor speed. Additionally, the 

closed-loop step response of the PSO with global-average, local 

fitness-based inertia weight controller  demostrated its capability to 

regulate motor speed under different parametric conditions. When 

compared to other inertia weight approaches, the PSOw5-based PID 

approach achieved the best transient response specifications, such as 

speed rise time and overshoot. This study evaluates the potential of 

different inertia weight approaches in PSO algorithms for enhancing 

controller performance in controlling DC motor speed. By using this 

recent metaheuristic algorithm, the speed control of DC motors can 

be made more accurate and efficient. 
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Hardware Trojan Attack In The Automotive 
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Introduction 

The automotive industry is undergoing a major 

transformation with the development of Electronics, electric 

vehicles, autonomous vehicles, hybrid vehicles are finding more and 

more space on the roads, the percentage of people preferring these 

vehicles is increasing day by day. Cars are rapidly becoming smart 

vehicles, like phones and televisions, and in the near future, cars will 

be fully connected to the internet and it will be possible to do many 

of the things we do on our phones, such as making phone calls, 

accessing news, online shopping, etc.(Wiener 2018) Many vehicles 

allow us to make phone calls today, and this development in the 

automotive sector is accelerating with the development of electronic 
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devices day by day. (Kent 2024)) We expect the development of 

electronic devices to take up a lot of space in the vehicle, but this is 

not the case, with the development of chip technology, the size of 

electronic devices is decreasing according to the work they do, every 

two years the electronic processor produced is twice as powerful as 

the previous processor, this is based on Moore's law(BOSCH, & 

Powers, C. (1991).). The electronic chips are located in the ECUs 

that electronically provide in-vehicle communication and vehicle 

control. There are billions of transistors and logic lines inside the 

chips, although the area on the chip is getting shorter, the logic lines 

are increasing, this increase makes it impossible to find or observe 

the logic lines that are changed or added to the chip. As chip 

technology continues to evolve, vulnerabilities are emerging, the 

most important and dangerous of these vulnerabilities is the so-

called hardware Trojan attack, with this attack, logic gates added to 

the chip or on the PCB can create unwanted situations. The hardware 

Trojan , which is not added during the procurement process or 

production phase, or during the design phase, but added by malicious 

people, is triggered in unexpected situations, this triggering is used 

to crash the system or to age electronic components in a timely 

manner. As stated in this (Rouf 2010) article, it will be easier to 

intervene and collect data from outside in protocols that 

communicate with frequency in the vehicle, the trigger to be placed 

in the chip or system can trigger the system and make the system 

unusable. The most sensitive point in the vehicle is the CAN bus line 

because with this line, vehicle ECUs communicate with each other 

and transmit critical information.( Elkhail 2021)( Bozdal 2018) 
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ABAOUT CAN BUS 

CAN (Controller Area Network) bus is a network that 

provides communication between in-vehicle sensors and ECUs. A 

modern vehicle can have more than 70 ECUs. ECUs provide control 

of critical parts in the vehicle such as engine, steering, brakes, etc. 

Not all in-vehicle communication works with CAN protocol, there 

are other communication protocols such as LIN, MOST, etc.(Payne 

2019) 

The devices on the CAN bus are called nodes. Figure(1) 

shows in-vehicle communication, each node consists of a CPU, a 

CAN controller and a transceiver that adapts the signal levels of the 

data sent and received by the node. All nodes can send and receive 

data, but not simultaneously. The system works asynchronously, 

meaning that a system does not have a clock signal. Each system has 

an ID, which determines which part of the system has priority. 

Priority systems have priority within the line, for example the Brake 

signal has priority over the Air Conditioner signal.( BOSCH, & 

Powers, C. (1991).) 

The CAN Line has two 120 ohm resistors at both ends. The 

CANH wire has 3.5V CANL wire has 1.5V, the information sent in 

the system is sent as 1 and 0, 0 is the dominant signal in the system. 

There is an OBD point in the vehicle where we can read the 

CAN line for vehicle diagnostics. By connecting from this point, we 

can find the vehicle fault and access the CAN information flowing 

in the vehicle. This connection point is available in all cars 

manufactured since 1989. OBD point is one of the most vulnerable 

places on the vehicle, OBD point is used to hack the vehicle. 
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Figüre(1)(J. li 2016) 

WHAT IS OBD. 

    

OBD is used to detect and communicate electronic 

components on the vehicle. OBD appearance and pin arrangement 

are as in Figure (2). By connecting to the vehicle via the OBD 

system, it is possible to detect electronic communication errors of 

the vehicle, vehicles can be intervened on the same line, software 

can be installed on the vehicle, LOG records on the vehicle are 

received and CAN messages returning in the vehicle are read. 

 

Figure(2)( Malekian 2016) 
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HARDWARE TROJAN. 

Hardware Trojans are logic gates that are not part of the 

system or chip design process but are added later for malicious 

activities. Logic gates added from outside and afterwards to the logic 

lines indicated in red in the logic gate in Figure (3) can trigger and 

affect the operation of the system.(Besser 2002))(Jain 2021)(Xiao 

2016) It can even happen by connecting to the system 

remotely.(Subramani 2017) 

With this system, which can be found in electronic devices, 

information, documents are used to transfer information to people 

who want to interfere with the system from outside. A hardware 

Trojan can remain passive during normal operation, but can become 

active in certain situations or in unlikely situations. This makes 

hardware Trojans difficult to detect. As chip technology advances, 

Trojan horses continue to become more difficult to detect and detect. 

 

Figüre(3)(Jain 2021) 
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WHAT IS A CHIP. 

Chips are the most important part of electronic development 

and the technologies that make our lives easier. Almost all of today's 

electronic devices use chips, cell phones, computers, tablets and 

automobiles are just a few examples. There are many types of chips; 

processor chips, graphics chips, memory chips, network chips, 

sensor chips, microcontroller chips and so on, which means that 

chips are found in every field of electronics. 

 Chips are made up of billions of transistors, according to 

Moore's law, every two years the number of transistors in a chip 

doubles while the cost of the chip remains the same.(Hemani 2000) 

This increase has made it almost impossible to control the transistors 

in the chip. 

Method 

Impact On The Automotive System. 

Electronic components in the automotive system are 

potential infiltration points for a Hardware Trojan , the collapse of 

the electronic system can cause accidents with loss of life, and 

research at the University of California has shown that they can 

cause the vehicle's brakes to lock up while driving (Payne 

2019).These situations cause civilian vehicles and vehicles produced 

for the defense industry to become unusable or planned 

obsolescence. Extra logic gates that can be added to the chips inside 

the vehicle ECUs or on the PCB can be triggered in unwanted 

situations and cause vehicles to crash, the same system can leak the 

information inside the vehicle.(Xiao 2016) Especially the wireless 

connection of new vehicles to the internet is a major threat to vehicle 
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security and privacy, In-car camera or exterior cameras can leak 

images outside the vehicle with Hardware Trojan . For this, it would 

be better to use communication systems that will not interfere with 

the vehicle from outside, especially in military vehicles. For this, it 

would be correct to prefer wired communication protocols such as 

Can Bus, which is used in most vehicles. 

Trojan horse attacks will be a greater danger especially for 

vehicles connected to the internet, and it is quite possible that the 

vehicles will become unusable with the software updates that the 

vehicles receive remotely. The news that the Tesla brand vehicle 

became unusable with the update it received(Kent 2024) supports 

this situation.  

If we give a simple example, the smd receiver circuit added 

to the chip or pcb in the in-vehicle ECU can be designed to be 

triggered from the outside, this design becomes a circuit triggered by 

certain frequencies. With the frequency sent to this circuit from 

outside, in-vehicle communication may collapse, or with the trigger 

added to the chip, the ECU may become unusable or leak signals to 

the outside. 

THINGS TO WATCH OUT FOR. 

SUPPLY CHAIN 

Hardware Trojans are hidden in the chip, the hidden logic 

lines are usually activated in rare circumstances and it may not be 

possible to detect the Trojan inserted in the chip. This is why the 

supply chain is important. 
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Figure 4(Jain 2021) 

Hardware Trojans can be added during design or due to 

weaknesses in the transfer process (Shield 2015), Suppliers should 

be reliable suppliers, products purchased for cost reduction may have 

irreversible consequences later. A trusted supplier must also have 

trusted sub-suppliers. 

TANSFER PROCESS OF THE PRODUCTS MUST BE 

RELIABLE 

Recently most of the products arrive by sea, this increases the 

time in the product transfer, as the time increases, the risks for the 

product can increase, the product can be intercepted in the transfer 

process and the chips inside the products can be removed and chips 

with Hardware Trojan Horse added can be added. 

DOUBLE PROTECTION IN CRITICAL 

Brains that control important components such as Engine, 

Transmission, Brake, Gas can be double protected. With this 

protection, two brains supplied from different suppliers can be used 

and the other brain can control the system when the other brain fails 

or is deactivated, in case of an attack in this way, the system survives 

the possible attack without damage due to the fact that there are two 

different suppliers and two different brains. 
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CHIP PRODUCTION. 

It would be the easiest way for companies and countries to 

produce their own chips, so that the hardware Trojan cannot be put 

into the chip production without being in the design, it should not be 

forgotten that the control of the system depends on the chips. 

Results and Discussion 

Rapid electronic developments in the automotive sector 

create risks such as hardware Trojan horses and software Trojan 

horses that threaten vehicle safety. Competition in the automotive 

sector, the development of electronic products and the competition 

due to the inadequacy of the market to access these products lead 

companies to different companies, malicious people who intervene 

in this process can place trigger mechanisms in the chip. These 

trigger mechanisms remain dormant for a long time without being 

noticed, triggering the system in difficult situations, damaging the 

ECUs of vehicles or causing electronic devices to fail earlier with 

long planned obsolescence. For this reason, chip production stages 

should be well monitored and the security of subcontractors should 

be well ensured. In future studies, two different brains from two 

different suppliers can control each other in critical brains. 
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INTRODUCTİON   

Wireless communication systems are a cornerstone of 

modern communication technologies. These systems enable data 

transmission through electromagnetic waves, allowing devices to 

communicate without physical connections. Today, various wireless 

 
1  Lect,, Mersin University, Vocational School of Technical Sciences, Department of Electricity and 

Energy , Orcid: 0000-0001-6578-1061  
2 Prof. Dr., Mersin University, Faculty of Engineering, Department of Electrical and Electronics, Orcid: 
0000-0003-3312-992 
3 Asst. Prof., Mersin University, Faculty of Engineering, Department of Electrical and Electronics, Orcid: 

000-0002-6465-8480 
4 Lect., Mersin University, Vocational School of Technical Sciences, Department of Electronics and 

Automation, Orcid: 0000-0002-0403-7316 



 

--68-- 

 

communication protocols such as Wi-Fi, Bluetooth, and Zigbee are 

utilized in a wide range of applications, from smart home systems to 

industrial automation. With the miniaturization of mobile devices, 

microstrip patch antennas (MPAs), which can be easily integrated 

into these devices and are cost-effective, have become widely 

preferred. The majority of MPAs in the literature focus on regular 

geometries (Balanis, 2013:813). These geometries are presented in 

Figure 1. 

 
(a) (b) (c) (d) 

Figure 1. MPA Geometries (a) Triangle (b) Circle (c) Square (d) 

Rectangle 

Wireless Body Area Networks (WBAN) are networks that 

enable wireless communication between sensors placed on or within 

the human body. These networks play a critical role in health 

monitoring, biomedical applications, and personal health devices 

(Pellegrini et al., 2013). Antennas used in WBANs must be 

compatible with the human body, flexible, and wearable, which is 

crucial for both system performance and user comfort. In wearable 

technologies, textile-based materials stand out as a preferred solution 

for antenna design (Mutlu and Kurnaz, 2020). The need for high-

speed and reliable data transmission in WBAN systems has brought 

Ultra-Wideband (UWB) technology to the forefront in this field. The 

Federal Communications Commission (FCC) has designated the 

3.1-10.6 GHz frequency range for UWB systems. However, this 

UWB frequency range overlaps with several narrowband 
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communication systems, such as WLAN (5.15-5.85 GHz), WiMAX 

(3.3-3.7 GHz), X-band (7.25-7.75 / 7.9-8.4 GHz), and C-band (3.8-

4.2 GHz). Numerous UWB Microstrip Patch Antenna (MPA) 

designs for WBAN applications are available in the literature. For 

example, Joshi et al. proposed a UWB MPA with a hexagonal patch. 

The antenna, measuring 46 × 46 × 1.5 mm³, uses FR4 as the substrate 

and operates within the 2.3-10.6 GHz range. Its ground plane 

features a semi-elliptical shape with a rectangular slot (Joshi, 2020). 

Similarly, Rahmatian et al. proposed a wearable UWB antenna with 

a frequency range of 3.9-10.75 GHz and dimensions of 61 × 74 × 3.5 

mm³. The substrate material used is polydimethylsiloxane, a flexible 

material suitable for wearable applications (Rahmatian, 2019). In 

another study, Yang et al. designed a low-profile UWB antenna for 

WBAN applications. This antenna, with FR4 as the substrate, 

operates within the 2.5-24 GHz frequency range and has dimensions 

of 80 × 80 × 1 mm³ (Yang et al., 2018). Mahmood et al. developed 

a textile-based wearable UWB antenna for WBAN and breast cancer 

detection. The antenna operates within the 7–28 GHz bandwidth, 

with dimensions of 60 × 50 × 0.7 mm³. It is designed on denim fabric 

with a dielectric constant of 1.4 and a thickness of 0.7 mm. Shieldit 

textile material is used as the conductor (Mahmood, 2021). Singh et 

al. proposed a dual-band MPA designed on denim fabric. The 

experimentally measured MPA operates within the 3.01-5.30 GHz 

and 8.12-12.35 GHz frequency ranges, making it suitable for 

WiMAX (3.25-3.85 GHz), WLAN (5.15-5.35 GHz), and X-band (8-

12 GHz) applications (Singh et al., 2017). UWB antennas, with their 

ability to operate over a wide frequency spectrum, provide high data 

rates with low power consumption. These features make UWB 

antennas an effective solution for WBAN applications, particularly 

for short-range wireless communication needs (Gürsoy and Bayer, 

2020). 
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MATERYAL VE METOD 

Microstrip Patch Antenna Design 

The UWB MMPA design for WBAN consists of three main layers. 

The top and bottom layers are flexible FR4 material with a thickness 

of 0.2 mm. A circular patch model was preferred in the design as a 

radiating mobile. The patch and ground were corrected, and a copper 

conductor with a thickness of 35 µm was selected. Jean material was 

preferred in the middle layer due to its low cost, easy access and 

flexible structure. Jean is 0.8 mm. The design stages of UWB 

MMPA are shown in Figure 2. The design was carried out with CST 

Studio Suite, a full-wave solver based on finite integration 

technology (Access: 01.12.2024). The microstrip feeding method 

connected with a 50 ohm SMA component was preferred. The 

design stages are given in Figure 2. In the first stage, the radiating 

element consists of a 10 mm shaped patch and the back surface is 

completely copper-coated. The radius of the circular light element 

before its configuration was calculated using the expressions given 

below (Balanis, 2013). 

𝑓𝑟 =
𝑓1 + 𝑓2

2
 (1) 

𝐹 =
8,791x109

𝑓𝑟√𝜀𝑟

 (2) 

𝛼 =
𝐹

{1 +
2ℎ

𝜋𝜀𝑟𝐹 [ln (
𝜋𝐹
2ℎ

) + 1,7726]}
1/2

 
(3) 

Here f1 is the first frequency, f2 is the last frequency, a is the 

radius of the circular radiation element. fr is in Hz, h is in cm. In the 
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proposed study, a circle with a radius of approximately 1 cm was 

determined by selecting f1 = 2 GHz and f2 = 12 GHz. By making 

modifications on this circular radiation element, the best radiation 

was obtained with a radius of 8.2 mm. In the second stage, a slot with 

a radius of 2 mm was opened at the exact center of the patch. 4 slots 

with a radius of 1 mm were opened at 90-degree angles around this 

lobe. In the next stage, modifications were made on the ground plane 

to increase the performance. First, the length of the ground plane was 

reduced to 10 mm and a symmetrical slot with dimensions of 3.5 x 

6 mm was opened from the center point. A circular lobe with a radius 

of 0.5 mm was added to the upper corner of the opened slot. The 

distance between the centers of these lobes is 1.5 mm. The lobes are 

added symmetrically with respect to the y-plane. At the end of the 

configuration of the ground plane, 8 lobes are added. 
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(a) (b) 
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(c) (d) 

Figure 2. Proposed Jean-Based UWB MMPA Design Steps, (a) #1 

Antenna, (b) #2 Antenna,    (c) #3 Antenna, (d) #4 Antenna 

The completed Jean-Based UWB MMPA design given in Figure 3 

has the dimensions of 30 x 20 x 1.4 mm3. The Jean-based UWB 

MMPA design parameters are given in Table 1. 

Table 1. Jean Based UWB MMPA Design Parameters (mm) 

Ws=2
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Wf=3.

5 

L1=1
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(a) 

 

(b)  

 

(c) 

Figure 3. Designed Jean-Based UWB MMPA Geometry (a) Side 

View (b) Top View (c) Bottom View 

 

S11 graphs of the design stages are given in Figure 4. In order to 

summarize the performance of the designed antenna, voltage 

standing wave ratio (VSWR) and antenna gain change graphs are 

given in Figure 6. As seen in Figure 5, jean-based UWB MMPA 
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radiates in the range of 3.08 GHz to 11.32 GHz. When S11 is below 

-10 dB, it is seen in Figure 6 that the antenna gain varies between 

2.07 dB and 4.38 dB. 

 

Figure 4. S11 Graphs of Design Stages 

 

(a) 
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(b) 

Figure 5. Design Graphs (a) VSWR (b) Gain 

Table 2 compares the models in the literature with the 

simulated antenna. It is seen that all the antennas given in the table 

have good performance. However, the bandwidth of the study by 

Yang et al. is 21.5 GHz and it is larger than the size of the UWB 

MMPA proposed in this study. The nikrostrip antenna proposed by 

Irene and Rajesh takes up less space but its bandwidth is narrower. 

In general, it is seen that the proposed UWB MMPA takes up less 

space but its bandwidth is wider. 

Table 2. Comparative Results of Some UWB MMPA Designs in 

Literature 

 
Frequency Band (GHz) Gain (dB) 

Dimension 

(mm) 
Material 

Rahmatian ve ark., 2019 3.9-10.75 ≈0.25-4 61x74x3.5 PDSM 

Yang ve ark., 2018 2.5-24 ≈2.5-9 80x80x1 FR4 

Mahmood, 2021 7-28 - 60 × 50 × 0.7 JEAN 

Singh at al, 2017 3.01–5.30 & 8.12–

12.35 

3.693-5.46 40x 40 x 0.03 JEAN 

Joshi ve Singhal, 2020 2.3-10.6 - 46x46x1.5 FR4 

Bu Çalışma 3.08-11.32 2.07-4.37 30 x 20 x 1.2 FR4+JEAN 
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RESULTS AND DISCUSSION 

A UWB MMPA design suitable for WBAN applications has 

been proposed. The design was carried out with CST Studio Suite 

software. A circular structure was preferred for the UWB MMPA 

design. Jean and FR4 materials were used due to their easy 

availability and low cost for agriculture. The proposed UWB MMPA 

radiates in the range of 3.08 - 11.32 GHz. The bandwidth is 8.24 

GHz. The antenna gain varies between 2.07 dB and 4.37 dB during 

the operating frequency. UWB MMPA does not cover the operating 

bands such as ISM and UWB, which are among the WBAN 

frequency bands, and is also suitable for WiMax, WLAN, X-band 

applications. 
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Introduction 

The effects of global warming are becoming increasing every 

day, making photovoltaic (PV) technologies a key resource in 

achieving the goals of "Climate Action" and "Affordable and Clean 

Energy," two of the Sustainable Development Goals. PV 

technologies are considered a vital alternative to carbon-based fuels 

for electricity generation, offering countries a clean energy source 
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while ensuring energy security and independence (Lazaroiu et. al., 

2023). To ensure the efficient and safe operation of PV systems, the 

likelihood of faults must be minimized.  

Detecting faults in PV systems is essential, as undetected 

issues can lead to significant energy losses—sometimes up to 10% 

(Thakur et. al., 2023). Potential faults in a PV system include 

connection faults, arc faults, ground faults, line-to-line faults, and 

shading problems. (Al-Katheri et. al., 2022). Connection faults 

typically arise from errors during the production or assembly 

processes of PV modules, negatively affecting energy production 

efficiency. DC arc faults, particularly common in PV systems, occur 

due to sparks in the air or weak dielectric materials becoming 

conductive. These faults often result from loose electrical 

connections, inadequate insulation, or environmental factors such as 

humidity. Detecting and preventing such faults is critical for 

ensuring the safe and efficient operation of PV systems.  Ground 

faults in a PV system generally occur due to damage to the protective 

insulation of normally live conductors, leading to reduced output 

voltage and power. If leakage currents affect a person, the 

consequences can be fatal. Line-to-line faults occur when there is a 

low-resistance connection between two points of different potentials 

in DC cables. These faults may result from insulation breakdown, 

corrosion-induced insulation failure, or mechanical damage. Such 

faults can lead to overcurrent, potentially damaging the DC system 

and conductors, increasing the risk of fire, and reducing overall 

efficiency. Shading effects, unique to PV panels, occur when certain 

modules are blocked from receiving sunlight. This reduces the 

current and, consequently, the maximum current of other series-
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connected panels. This effect can be mitigated using bypass diodes. 

Series arcs can form in cable connections, junction boxes, and PV 

modules, while parallel arcs occur when two conductors with 

different voltages are placed close together. Parallel arcs can disable 

the entire PV string where the fault occurs, often leading to bypass 

diode failures and even fires. Unlike the other faults mentioned in 

this section, arc faults are transient phenomena, and modeling their 

transient behavior requires complex techniques.  

An example of faults that can occur in PV panels, as a 

representative DC system, is illustrated in Figure 1 

 

Figure 1. Fault Types in PV Systems 



 

--83-- 

 

Arc faults in PV systems are especially critical among 

potential fault scenarios, as they can quickly develop into severe 

hazards, causing equipment damage, fires, and significant risks to 

human safety. (Islam et. al., 2023; Thakfan & Bin Salamah, 2024). 

An arc fault is defined as the sustained release of electrical energy 

through an insulating medium, often accompanied by partial 

electrode vaporization. This phenomenon typically arises from 

factors such as insulation degradation, weakened electrical 

connections, humidity, or reduced insulation strength in conductors. 

(Thakur et. al., 2023).    

Traditional electrical protection devices often struggle to 

detect faults, especially at low current levels. In PV systems, factors 

such as temperature, irradiation, and pressure further complicate the 

detection of arc faults under variable conditions (Lu et. al., 2020). 

Advanced data processing and analysis techniques, particularly 

those leveraging Artificial Intelligence (AI) and Machine Learning 

(ML), are being employed to enhance the detection and classification 

of arc faults as distinct failure modes (Mellit & Kalogirou, 2022; 

Thakfan & Bin Salamah, 2024). 

Fundamentals of Arc Faults in PV Systems 

Types of Arc Faults 

Two major categories of arc faults exist in PV systems, each 

with distinct signals and implications: 

• Series Arc Faults: Series arc faults happen by poorly 

connected terminals and occur along the typical 

current path, frequently at regions of high resistance. 

Significant thermal energy may be produced by the 
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intermittent sparking at the fault area, even if the 

current is still somewhat limited by the PV array 

characteristics (Wang et. al, 2024). 

• Parallel Arc Faults: This can occur in PV systems 

between a conductor and ground or between positive 

and negative lines. There is a larger risk of 

surrounding materials being ignited by such arcs 

since they usually entail higher fault currents (Yuan 

et. al, 2022). 

2.2 Arc Fault Characteristics 

Since arc faults are characterized by their sudden and short-

lived nature, they are challenging to identify. Several methods 

commonly used in the literature to define arc fault characteristics 

include: 

• High-Frequency Noise and Transients: Arcing events 

produce broadband electromagnetic emissions, sometimes 

extending into the MHz range (Zhao et. al., 2023).  

• Intermittent, Rapid Fluctuations: Arc contacts “make” and 

“break” continuously, leading to irregular current and 

voltage waveforms.   

Advanced sensing and data analytics are essential to identify 

the irregular changes of an arc signal. 

AI-Based Arc Fault Diagnosis Methods 

Conventional Approaches 

Arc fault detection methods typically involve monitoring 

threshold levels, where voltage or current exceeding set limits 

triggers an alarm (Thakfan & Bin Salamah, 2024; Lu et. al., 2018). 
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Other approaches include filtering specific frequency ranges to 

detect arc signals (Gao & Yu, 2022) and using techniques like Fast 

Fourier Transform (FFT) or wavelet transforms for spectral analysis 

(Lu et. al., 2018). However, PV systems often operate in noisy 

conditions due to inverter switching harmonics, changing weather, 

and partial shading (Osmani et. al, 2023). These factors can hide or 

mimic arc fault signals, leading to false alarms and reduced 

accuracy. Although these threshold-based or frequency-filtering 

techniques provide a foundation for detecting arc faults, they often 

struggle with varying environmental noise and partial shading. To 

address these challenges, researchers have explored AI-based 

methods that offer adaptive learning and robust pattern recognition 

capabilities.  

AI-Based Approaches 

Advantages of AI 

AI-driven methods has some advantages. One of the most 

important advantage of these data-driven methods is their adaptive 

learning capability. More data could provide high accuracy to detect 

arc faults using only faulty and normal condition datasets. AI models 

can learn the data characteristics even under noisy and diverse 

operating environments (Wu, 2020). (Wu, 2020). 

Data Types 

In the detection of arc faults in PV systems, current and 

voltage data of the PV system, analysis of the current-voltage graph 

in time and frequency domains, drone images of the PV panel, and 

temperature analysis data on the PV panel can all be used as input 

data in AI algorithms. Depending on the input data type, the AI 
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structures selected can be broadly classified as Machine Learning 

(ML) and Deep Learning (DL) algorithms. 

Machine Learning Algorithms 

In machine learning algorithms, measured or simulated arc 

fault data is subjected to preprocessing and feature extraction 

processes. In order for the raw data to work correctly according to 

variables such as the machine learning algorithm, data size, and data 

features, an appropriate preprocessing technique should be applied. 

There are several feature extraction methods for arc fault diagnosis 

in PV systems. Features can be analyzed in time-domain, frequency 

domain, and through statistical metrics. In time-domain analysis, the 

RMS value, peak amplitude, crest factor, and zero-crossing rate of 

the data are investigated (Lu et al., 2018). In frequency domain 

analysis, some transformations can be performed if necessary, such 

as Fourier transform, wavelet transform, or Stockwell transform. On 

the statistical metrics side, mean, variance, skewness, kurtosis, and 

signal entropy of the data are also widely used (Vergura, 2018). As 

a dimentional reduction technique, Principal Component Analysis 

(PCA) is a very useful and mostly applied method to eliminate noisy 

features that improves detection accuracy. 

Support Vector Machines (SVMs), one of the machine 

learning techniques, are widely used ML algorithms with kernel 

functions (e.g., Radial Basis Function, RBF) that enable the 

classifier to model nonlinear relationships between signal features 

and the arc fault state (Cai & Wai, 2022). Decision Trees (DT) split 

data along features with the highest information gain, while Random 

Forest (RF) uses multiple decision trees to improve generalization 

and reduce overfitting (Amro et al., 2021; Luo et al., 2019). As 
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ensemble methods, Gradient Boosting and AdaBoost combine 

multiple weak learners in a sequential manner, achieving robust 

performance in scenarios with rare events such as arc faults (Mellit 

& Kalogirou, 2022; Chen et al., 2018). 

Deep Learning Approaches 

Deep learning architectures, such as Convolutional Neural 

Networks (CNNs)—one of the most popular DL structures—apply 

convolution operations to raw data, automatically learning relevant 

features (Namatēvs, 2017). CNNs are also applied in many image 

classification areas, including PV panel arc fault diagnosis. Before 

training, a preprocessing step can be used on images for dimension 

reduction and filtering, enabling faster response times (Zhao et al., 

2023; Lu et al., 2020). Convolutional layers effectively learn local 

patterns, while pooling layers reduce the computational load. 

Images from satellites, drones, and I-V graphs are used as arc 

fault data in deep learning systems. 

Recurrent Neural Networks (RNNs) and their variants such 

as Long Short-Term Memory (LSTM) or Gated Recurrent Units 

(GRUs) excel in modeling sequential dependencies, making them 

suitable for detecting intermittent or evolving arc faults over time 

(Wang et al., 2024; Saffari & Khodayar, 2024). 

Deep learning algorithms with different applications and 

features can be combined by leveraging their best attributes and 

implementing them in a hybrid structure. Hybrid models—e.g., 

CNN-LSTM—combine the strengths of both approaches by 

extracting local features through convolutions and capturing 
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temporal dynamics through recurrence (Abumohsen et al., 2024; 

Jalal et al., 2024). 

Robustness and Real-Time Considerations 

Especially enough trained AI algorithms are robust to 

environmental or power electronic noise. (Yuan et. al, 2022; Jalal et. 

al., 2024). FPGAs can handle high sampling rates in real time 

applications (Rodríguez-Andina et. al., 2015). 

Implementation Considerations 

All AI models are fundamentally data-dependent, as their 

learning process is inherently driven by the data they are trained on, 

which means that the quality and availability of the training data are 

critically important. However, generating arc fault data in real-time 

laboratory experiments is challenging. Producing arc faults under 

realistic operating conditions requires strict safety protocols. 

Moreover, carefully installed and regularly maintained PV systems 

rarely experience arcing, which can result in unstable datasets 

(Wiles, 2001). PV systems operate under highly variable conditions 

depending on environmental factors, grid specifications, and grid 

operations. Consequently, datasets obtained from laboratory 

experiments or simulations may not enable AI models to achieve 

high accuracy in real-world scenarios (Mellit & Kalogirou, 2022; 

Yuan et. al, 2022). 

Data augmentation and preprocessing, including noise 

filtering to remove high-frequency interference (Chen et. al., 2019), 

normalization to scale data for reduced training complexity (Singh 

& Singh, 2020), and synthetic data generation to enhance robustness 
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(Modi et. al., 2024), can be applied during the AI training step, 

depending on sensor sampling rates and hardware capabilities. 

Detection delay is a critical factor in arc fault detection 

because arcs can quickly happen into serious hazards if not 

addressed promptly. Embedded GPUs and specialized AI 

accelerators (ASICs etc.) and FPGAs enable fast, on-site inference 

with minimal delay (Capra et. al., 2020; Siegel et. al., 2018). 

Pruning, quantization, and knowledge distillation are examples of 

model compression approaches that further minimize model size and 

inference time. (Li et. al., 2023). Additionally, many regions are 

adopting standards for arc fault circuit interrupters (AFCIs), such as 

UL 1699B in the United States. These standards provide trustable 

detection with a high accuracy for arc signals while minimizing false 

alarms (Lu et. al. 2018). Ensuring explainability in decision-making 

will be critical for meeting regulatory requirements and supporting 

accountability (Hassan et. al., 2024, 2018; Lu et. al., 2018). 

Challenges and Limitations 

One driveback of AI-based tecniques is need to more data for 

well-train. Small sampling rate give a detailed information about the 

data and thus abrupt changes could not missed. On the other hand, 

large data sets could risk the overfitting. By avoiding this 

regularization techniques, careful hyperparameter tuning, and cross-

validation are essential (Lu et. al., 2020; Yuan et. al, 2022). Arc 

faults in PV systems are not very common but has a damaged effect. 

Realizing the arc fault for thraining the AI-based algorithm in a real 

PV systems is economically not available. Synthetic data generation 

may cause an imbalance. (Chen et. al., 2018). There are many 

combinations in PV systems include the panel type, inverter type and 
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design, array configuration and environmental factors such as dust, 

temperature and irradiance. Depending on the AI-architecture, 

transfer learning approaches offer solutions to different possibilities 

(Wang et. al, 2024; Jalal et. al., 2024). PV systems are used to 

connect to the grid or directly feed the consumers. In remote or off-

grid PV systems, hardware limitations may restrict the complexity 

of AI models. Architecture and hardware optimizations can address 

these constraints (Capra et. al., 2017; Mao et. al., 2024).  As PV 

systems integrate into smart grids, cybersecurity is another important 

issue. Security attacks could manipulate sensor streams or AI models 

themselves, compromising detection reliability (Ye et. al., 2021). 

Current Trends and Future Directions 

Today, the development of low-power and high-performance 

computing modules such as Google Coral allows AI engineers to run 

more complex AI models such as quantization and knowledge 

distillation (Verhelst et. al., 2017; Alhussain, 2024; Li et. al., 2023).  

Because of dataset differences, models that have been trained 

perform poorly when used in other scenarios. Reusing knowledge 

obtained from a source domain to boost learning in a target domain 

is the goal of transfer learning. Pretrain models can leverage large 

datasets to initialize network weights and speed up convergence 

(Wang et. al, 2024; Jalal, 2024). Domain Adversarial Training 

methods aligning feature distributions between source and target 

domains can mitigate the negative effects of domain shifts (Li & 

Tan, 2023). Researchers use to data from thermal imaging, acoustic 

sensors, and advanced power quality meters to detect the full 

spectrum of arc-fault signals ( Lu et. al., 2018). Mixing 

heterogeneous data using AI can support detection confidence. It is 
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important to understand the cause of an alert as AI-driven fault 

detection systems become a crucial part of safety-critical processes. 

Technicians can test or debug detections by using techniques like 

SHAP (SHapley Additive exPlanations) or LIME (Local 

Interpretable Model-Agnostic Explanations), which can disclose 

model reasoning (Hakkoum et. al. 2024). In PV systems integration 

to a smart grid, arc fault detection and higher-level grid control could 

improve all system performance monitoring arc fault signals and 

degradation patterns to schedule proactive maintenance (Mahmoud 

et. al., 2021; Chen et. al., 2018), coordinating arc fault detection with 

other protection mechanisms to isolate problematic arrays or 

reconfigure power flows in real time. 

Conclusion 

Arc faults are a critical challenge and research focus for 

ensuring the safety and reliability of photovoltaic (PV) systems. 

Traditional detection methods rooted in threshold or frequency based 

analyses are often ill suited to the diverse environmental conditions, 

system variations, and noise common in PV arrays. AI-based 

approaches, however, have shown significant promise by learning 

complex arc fault signatures and adapting to new operating 

scenarios. 

Crucial to this success is thorough data collection and 

preprocessing, which ensure that AI-based algorithms receive high-

quality inputs. In PV systems, these algorithms must handle 

fluctuating solar irradiance, varying temperatures, and hardware 

differences across multiple installations. Beyond collecting robust 

datasets, it is also vital to assess the risk of model overfitting, where 

algorithms can accurately recognize stable and variable signals in 
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training but fail in new situations. Implementing advanced 

regularization techniques can bolster reliability in real-world 

applications. 

Meanwhile, practical deployment in off-grid or remote sites 

demands careful attention to hardware constraints and cybersecurity 

measures. Locales with limited connectivity or energy resources 

benefit from compressed and optimized models that reduce 

computational load. As power infrastructures become increasingly 

interconnected, safeguarding sensitive data is equally essential. 

Secure communication protocols and strong encryption can defend 

system integrity while maintaining operational performance. 

By integrating considerations like high-quality data 

practices, strategies against overfitting, hardware optimization, and 

robust cybersecurity, AI-driven arc fault detection can significantly 

enhance the resilience and efficiency of next-generation PV systems. 
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1- Introduction 

Using advanced technology in technical textiles has been of 

great importance for the textile industry as it produces high-

performance, easy-to-use, faster-produced, high-value-added 

products. Mechanical properties such as high strength, 

reinforcement, and elasticity from technical textiles; switching 

properties such as filtering, transmission, insulation; human health-

related properties such as biodegradable, compatible with the body, 
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non-toxic, non-reactive; to provide protection against heat, radiation, 

electricity, chemical, biological and mechanical effects are expected 

(Horrocks and Anand, 2000; Arslan, 2009). 

 

Figure 1: Smart textile product (Schwarz vd., 2010) 

As seen in Figure 1, connection, sensor, data processing, 

interconnection, operation, and activation functions are expected 

from smart textile products. However, there is no need for all of these 

functions to be together (Schwarz et al., 2010). Smart textiles: They 

are the textile products among technical textiles that have high added 

value, bring together different disciplines and are the most open to 

development. These products are products that detect environmental 

changes and react to these change (Gürcüm et al., 2015). Since the 

1980s, conductive textile products began to appear on the market, 

and studies in the fields of health and military began to be carried 

out (Smith, 1988). Fibers are made conductive or semiconductor 

from metal sheets and tapes by drawing methods, metal oxides and 

salts, conductive carbon and polymers (Kim et al., 2004; Anderson 

& Seyam). Conductivity is achieved in threads conductive filaments, 

staple conductive fibers, and non-conductive textile fibers by 

spinning with conductive fibers and wires, and by coating non-

conductive threads with conductive materials (Uyanık, 2021). 
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Conductive fabrics are obtained by using conductive threads and 

wires and applying conductive materials to the fabric. In these 

applications, the chemical coating method is the most used method. 

These products are washable (Gürcüm et al., 2015; Sünter et al., 

2010). Thanks to electronic textiles, it has been observed that these 

products, in which vital functions such as blood pressure, pulse and 

temperature are measured, recorded, stored, and transmitted via 

radio waves, provide great convenience to military and healthcare 

personnel, police officers, firefighters and patients. The aim of such 

products is to produce smart clothing by integrating circuit elements 

into the textile surface. The system works by evaluating the signal 

from the sensor in the processor and displaying the results on the 

screen. In this way, vital functions of people can be monitored 

remotely (Gürcüm et al., 2015). 

2. Wearable Antennas 

In the research conducted by the Turkish Statistical Institute 

in 2019, it was seen that the highest death rate was caused by 

diseases originating from the circulatory system. Heart diseases have 

the largest share among diseases caused by the circulatory system. 

The methods used today to detect heart diseases have different 

difficulties and disadvantages. Microstrip antennas are used in 

medical imaging and diagnostic systems due to their low cost and 

weight, small size, and multi-band nature. A frequency band that 

does not harm human health and does not emit ionizing radiation is 

used. Microstrip antennas are used to detect vascular occlusions and 

types of cancer by using different base materials such as cotton, 

denim, and foam (Uyanık, 2021). 

Voltage sensors, pressure sensor, electrochemical sensors, 

planar fashionable circuit board, wearable antenna are conductive 

materials used as sensors (Erol & Çetiner, 2017). With the rapid 

progress in conductive textiles, wearable antennas using compatible 

and flexible smart structures have gained great importance (Giddens 
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et al., 2012). Other electronic parameters can be monitored by 

transmitting information from the sensors in the clothing via the 

antenna (Stoppa & Chiolerio, 2014). To obtain good results from 

wearable antennas, they are required to be robust, light, cheap, thin, 

low maintenance, and easy to integrate into radio frequency circuits. 

Wearable antennas integrate clothing into the communication 

system, making electronic devices less disruptive (Wang et al., 2012; 

Gupta et al., 2010). Miniaturization of circuits, elastic applications, 

and the use of nano-sized materials have made wearable technology 

popular. Wearable textile products, which were initially used for 

applications that could be considered luxury, have been shown to 

have great importance in healthcare and military fields over time. 

Since the antenna size decreases at high frequencies, the antennas 

used for this purpose are microstrip antennas. It is important to 

choose comfortable and durable fabric in wearable antenna 

applications (Albairaqdar, 2018). Thanks to wearable textile 

products, people's health status can be monitored remotely, and 

necessary care can be provided.  

To avoid undesirable effects while the device is operating, 

the textile antenna must be placed correctly, it must be made with 

the correct thickness by stacking different fabrics, the geometric 

dimensions of the patch must remain constant, the connections 

between layers must not affect the electrical properties, and the 

connections of electronic clothing with other parts must be strong 

and stable (Ouyang & Chappell, 2008; Matthews & Pettitt, 2009). 

As seen in Figure 2, wearable antennas can be easily integrated into 

the fabric without causing any discomfort to the human body or 

restricting the user's mobility. These products become functional by 

placing them in different parts of the human body such as the head, 

chest, arms and legs (Bilgin, 2016). Smart helmets, infotainment 

systems, military clothing on the head; smart glasses, smart contact 

lenses on the eye; medical smart clothing, physical activity tracker, 
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skin patch, sportswear on the arm; smart shoes, medical devices, 

military, sports clothing on the leg and foot; hearing aid, smart 

headset, smart earrings on the ear; smart clothes chest belt (band), 

medical skin patch, smart bracelet on the wrist, smart bracelet, 

fitness tracker on the body and multifunctional integrable products 

are used by users (Kılıç, 2017).   

 

Figure 2: Examples of wearable antennas (Albairaqdar, 

2018; Hertleer et al., 2010) 

2.1. Microstrip Antennas 

Microstrip antennas consist of conductive radiation elements 

placed on the dielectric material and the metal layer under the 

insulating material serving as the ground plane. The patch where the 

radiation process is performed is selected from low-loss metallic 

materials or textile-based materials such as denim, velvet and felt. 

The size and thickness of the patch, the thickness of the material used 

as the insulating base, and the dielectric constant affect the antenna 

performance (Uyanık, 2021).   

 

Figure 3. Structure of the microstrip antenna (Farad & 

Dixit, 2014) 
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The upper part of the microstrip antenna is the patch. L is the 

length, W is the width, the bottom part is the ground, and there is h 

electrical insulator between the patch and the ground. Microstrip 

antennas are in the form of square, rectangle, circle, triangle, ellipse, 

and dipole. Generally, circular, or rectangular microstrip antenna 

patches are preferred in studies (Yousefalturk & Cansız, 2022). 

2.1.1. Feeding techniques of microstrip antennas 

Microstrip feeding is the feeding method in which the 

microstrip line is directly connected to the antenna patch. The 

microstrip line is flush with the patch. The width of the patch is 

generally larger than the width of the microstrip line. Structurally 

advantageous microstrip feeding is shown in Figure 4 (Gökdemir, 

2022; Balanis, 2005). 

 

Figure 4: Microstrip antenna feeding (Balanis, 2005) 

Microstrip antennas are fed by contact and non-contact 

methods. With the contact method, the RF signal is transmitted 

directly to the antenna patch using a connector. In the non-contact 

method, electromagnetic coupling is used between the radiating 

patch and the supply line. Many methods have been developed using 

these two main methods. Coaxial feeding, microstrip line feeding, 

proximity coupled, and aperture coupled feeding are the most 

preferred techniques (Balanis, 2016). Microstrip line feed is the 



 

--106-- 

 

easiest and most widely used feed type to connect and produce 

(Yousefalturk & Cansız, 2022).  

2.1.2. Analysis Models of Microstrip Antennas 

The cavity model, transmission line model and full wave 

model are the most used models to analyze microstrip antennas. The 

microstrip line cross-section is shown in Figure 5 (Yousefalturk & 

Cansız, 2022). 

 

 

Figure 5. Microstrip line section (Yousefalturk & Cansız, 

2022) 

For thin dielectric profiles, the transmission line model is a 

method with a high degree of accuracy (Ataş, 2009). The gap model 

has higher accuracy than the transmission line model but is complex 

(Derneryd, 1978; Wang vd., 2008). It is the full wave model that has 

the most accuracy compared to other models (Patel et al., 2017). 

With the development of technology, microstrip antennas are used 

in many areas such as doppler and other radars, mobile 

communications, guided missiles, biomedical measurements, 

satellite communications, and the internet of things. Microstrip 

antennas have many advantages such as being small and light, ease 

of design, low cost, ease of fabrication, compatibility of their planar 
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structure with the environment, easy integration with microwave 

integrated circuits, development on the same base material as circuit 

assemblies, and easy connection to devices requiring precision due 

to their surface compatibility while preserving their aerodynamic 

structure. It has disadvantages such as low gain factor, narrow 

bandwidth, unwanted stray radiation, low power carrying capacity, 

vulnerability to external excitations in surface waves, and half-plane 

radiation due to the feed structure. Microstrip antennas are used in 

areas such as Doppler and other radars, mobile communications, 

guided missiles, satellite communications, internet of things and 

biomedical measurements (Balanis, 2016).  

Wearable microstrip antennas are integrated into clothing for 

sensing and processing purposes with improving users' safety and 

comfort. Cotton, polyester, nylon, insulated wire, foam, conductive 

paint, liquid crystal polymer, etc. A wearable antenna integrated into 

the textile surface has been produced. Microstrip patch antennas can 

be easily integrated into clothing due to their advantages such as low 

cost, low volume, light weight, can be designed in the desired 

geometric shape, are easy to install almost maintenance-free, and do 

not cause electromagnetic damage (Albairaqdar, 2018). 

3. Usage Areas of Wearable Textiles 

Wearable textiles are used in many sectors such as health, 

military, sports, entertainment, education, fashion facilitating the 

user's lifestyle and providing comfort to the user. Studies in this field 

are increasing day by day.  

3.1. Industrial Applications 

The first examples in the field of industrial applications were 

introduced by Boeing in the 1990s. The aim of this head-mounted 

device is to facilitate and speed up the assembly process of the 

employee using augmented reality, without the need for reference 

notes (Thomas & David, 1992). 
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3.2. Military Applications 

Wearable computer systems provide great convenience in the 

combat training of soldiers by using augmented reality. “Quantum 

3D Expedition”, created using augmented reality, is a wearable 

system used for training soldiers by creating a virtual war 

environment. This system, which detects sounds and commands 

coming from outside, protects soldiers against possible dangers, 

enables them to cooperate with each other, and reduces the cost of 

preparing training environments (Quantum3D Training, Simulation, 

Technology, 2024). 

3.3. Applications in the Field of Health 

Applications in the field of health were developed by NASA 

in the 1960s with the need to monitor the vital data of astronauts, and 

then developed with the aim of monitoring the health status of 

soldiers. The "Personnel Status Monitor" system was designed to 

detect when soldiers are tired and injured. Health practices are of 

great importance in monitoring and treating patients and facilitating 

surgeries (Bilgin, 2016). 

3.4. Applications in the Entertainment Industry 

Although not as intense as in the military and healthcare 

fields, three-dimensional (3D) virtual reality is used in the 

entertainment industry (Bilgin, 2016). 

3.5. Applications in the Field of Education 

Wearable textiles have been used and developed in the field 

of education to improve teaching, increase interaction in the 

classroom environment, and concretize abstract concepts of students 

(Canbaz & Yalçın, 2021). In Korea, in 2015, an e-textile shirt called 

BodyVis was aimed to teach primary school students about internal 

organs (Norooz et al., 2015). 
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3.6. Applications in Fashion 

In fashion applications, wearable textiles are integrated into 

clothing and accessories, providing users with great comfort and 

style. Clothes that can measure the wearer's body temperature, 

adrenaline and stress level, color-changing night dresses, solar-

powered jackets, backpacks that react to air pressure, body 

temperature, touch, wind and sunlight, scarves, phone cases, clothes 

that change shape by moving and also glow-in-the-dark clothing is 

used (Olewitz, 2016;  Borg, 2015; Tommy Hilfiger Solar Clothing, 

2014; Interactive Projects, 2018). 

4. Wearable Patient Monitoring Systems 

With the development of technology, data analysis can be 

performed with remote access, portable, low-cost patient monitoring 

systems. This system is of great importance in the diagnosis and 

treatment of diseases. Due to the increasing elderly population and 

the difficulty of the elderly in coping with diseases, the home care 

services they receive cause more costs and time requirements than 

wearable health products. Wearable health products that provide 

great convenience to patients and their relatives are of great 

importance at this point (Bilgin, 2016). 

Wearable products designed to monitor health status can 

detect vital signals such as heartbeat, body temperature, respiratory 

rate, blood oxygen rate, blood pressure, electromyogram (EMG), 

electrocardiogram (ECG). These data detected by sensors are 

transmitted to the relevant experts in the health center via wireless 

sensor networks. Experts can identify and treat the disease through 

this data without the need to meet the patient face to face. In addition, 

patients are provided with great convenience by being able to 

monitor the patient's condition and call for emergency help in 

emergency situations (Bilgin, 2016). 
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In the 1960s, when NASA sent the first human into space, 

wearable products were used to examine the health status of 

astronauts. Later, these products were used to provide health services 

in rural settlements where there were no doctors (Kumar & 

Krupinski, 2008). 

Wearable patient monitoring systems enable rapid and safe 

examination of data from patients, as well as responding to possible 

situations and intervening in emergencies. These systems include 

patient application systems between the doctor and healthcare 

institutions, such as telemedicine, teleradiology, teleoncology, 

telepathology, and between the doctor and the patient, such as home 

care, mobile health monitoring, telehealth, remote chronic disease 

monitoring, and teleconsultation. Thanks to these systems, 

diagnostic information such as ECG and x-ray are transmitted to the 

relevant person through the existing infrastructure and checked at the 

patient's home, providing savings in terms of time and cost (McCann 

& Bryson, 2022). The general structure of patient monitoring 

systems is shown in Figure 6. 

 

Figure 6: General Structure of Patient Monitoring Systems 

(Kuzubaşoğlu, 2021) 
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Sensors that are compatible with wireless body area networks 

communicate with a personal treatment server or directly via an 

internet network interrupt, transmitting and recording information to 

the treatment server where records are kept. Information from the 

sensors is collected in the network controller in the BAN, sent to the 

receiver unit and transmitted to the server. These data can also be 

shared with other units (Bilgin, 2016). 

Produced by BodMedia in the 1990s, the wearable device 

placed on the bicep of the arm can detect information such as the 

person's pulse rate while asleep or awake, the number of steps taken, 

the number of calories burned, and transfer it to devices such as 

tablets and smartphones. Every year, thousands of babies experience 

sudden infant deaths while they are asleep, so clothes have been 

produced that convey this situation to the parents when the baby 

stops breathing, changes in heartbeat and body temperature are 

observed. A system produced by Kiowk, a Sweden-based company, 

warns the patient and the staff when there is an unexpected situation 

in the patient's body, in cases that require early intervention, 

heartbeat, asthma, diabetes (Virtual Worldlets Network, 2024). 

5. Textile Products Used In Wearable Antennas 

Since wearable antennas are used in different parts of the 

human body, they should be designed using flexible, soft materials 

that are compatible with the human body [65, 66]. With the 

development of wearable antennas, studies on patch antennas have 

focused on flexible materials. A suitable textile base material and 

conductor should be selected not only for providing comfort to the 

user but also for the performance of the antenna (Gupta et al., 2010; 

Wang et al., 2016). 

Materials such as cotton, denim and felt are very suitable for 

use as dielectric bases forming a textile antenna (Vallozzi et al., 

2016; Lin et al., 2018). Textiles generally offer a very low dielectric 
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constant, reducing surface wave losses and increasing the impedance 

bandwidth of the antenna. Textile antennas are physically larger than 

high dielectric based antennas (Elrashidi et al., 2011; Singh et al., 

2015; George et al., 2013). The dielectric behavior of textile 

products depends on frequency, temperature, humidity, the 

properties of constituent fibers and the structure of the yarns and/or 

fabrics, and the fiber packing density in the fibrous material (Salvado 

et al., 2012). Dielectric constant and loss tangent values of some 

textile products are given in Table 1 (Dhupkariya et al., 2015). 

Table 1. Dielectric constant and loss tangent of some textile 

products (Dhupkariya et al., 2015) 

Dielectric material Dielectric constant 

(Ԑr) 

 

Loss tangent (tanδ) 

Felt 1,22  0,016 

Cotton 1,60 0,040 

Denim 1,7 0,025 

Polyester  1,90  0,0045 

Panama  2,12  0,05 

Cordura/Lycra  1,50 0,0093 

Cordura  1,90  0,0098 

Silk 1,75  0,012 

Moleskin  1,45  0,05 

Tween  1,69 0,0084 

Quartzel Fabric 1,95 0,0004 

As seen in Table 1, in general, textile products offer a very 

low dielectric constant because they are porous materials (Loss, 

2017). Although these values vary depending on the manufacturer, 

they are a guide for antenna design (Ivšić,2013). 

In general, for flexible antennas, the conductivity of the 

radiating part is required to be high. Electrotextile antennas have 

been shown to have less gain, efficiency and bandwidth compared to 

their copper tape or foil counterpart. Different conductor materials, 
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such as copper tape, lead to different antenna performance (Paracha 

et al., 2019). Although it is very easy to stick copper tape or foil to a 

textile substrate, it may be removed as a result of deformation of the 

copper tape during bending or due to environmental conditions such 

as temperature and humidity (Tsolis et al., 2014). 

In recent years, electro-textiles (e-textiles) have attracted 

much attention as promising materials for making wearable antennas 

fully flexible, enabling smart materials to communicate freely via 

wireless networks. These fabrics are durable, flexible and suitable 

for wearability (Ahmed et al., 2018). 

Electrical properties and surface resistances of conductive 

textile products are usually given by expert manufacturers. 

Therefore, certain commercially available conductive textiles have 

been successfully used in antennas (Salvado et al., 2012). Some of 

these are produced with Shieldit Super and FlecTron, both of which 

have sheet resistances of less than 0.1 Ω/m2 (Hertleer et al., 2009). 

These antennas have been successfully used in various WBAN 

applications for RF communications (Lin et al., 2018). 

6. Technological Development of Wearable Antennas 

Kurt & Kaya (2022), when the studies were examined, it was 

seen that wearable antennas are of great importance in the field of 

health. It has been shown that breast cancer is diagnosed with the use 

of microwave patch antennas, and microwave imaging is the best 

method for detecting breast cancer. 

Erdem (2017), since electrical nerve stimulation method is 

an effective method to reduce the pain of diseases, such methods can 

be integrated into clothing thanks to electronic textiles. A therapeutic 

knee brace has been developed for knee osteoarthritis patients by 

integrating electrodes into the knee brace. 

Güray (2018), electronic textile-based gloves were designed 

by integrating TENS (Transcutaneous Electrical Neural Stimulation) 
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feature and textile-based splint application into electronic textiles 

created with the embroidery method for rheumatoid arthritis 

patients. As a result of this study, a decrease in pain was observed in 

the patients. However, difficulties in overlapping finger joints have 

been observed in patients with deformities due to this disease. 

Güler (2007), thanks to the electronic equipment placed on 

the clothing using a MEMS (Micro Electromechanical Systems) 

based accelerometer, the vital respiratory rate was measured by 

determining the forward bending, upright standing, supine positions, 

walking and running movements of the human body. Problem-free 

and high-quality data transfer was achieved using the RF method for 

8 hours without interruption. 

Ercan (2018), it was aimed to create a wearable electronic 

textile resistant to high temperatures by combining different fabrics 

with silver, copper and steel conductive threads in sandwich form. It 

has been observed that silver-coated conductive threads show lower 

performance and breakage than copper and steel-coated threads. It is 

thought that these e-textile products, which are resistant to high 

temperatures and have high data transmission capacity, can be used 

in different areas such as protective clothing and space suits. 

Kuzubaşoğlu (2021), wearable temperature sensors have 

been studied using the inkjet printing method for health and 

biomedical applications. It has been observed that the sensor 

attached to the clothes can monitor body temperature in risky 

situations. 

Acar (2019), wearable electrocardiography (ECG) sensors 

have been developed for use in personal health monitoring 

applications. For this purpose, graphene was applied to fabrics by 

dipping, coating and screen-printing techniques, and heart rate rates 

were successfully determined. It is foreseed that this study will be 

effective in the refinement  of wearable heart monitoring devices. 
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Bilgin (2016), by saving time and cost, basic health 

information such as body temperature, galvanic skin response, pulse 

rate and breathing rate have been monitored for a long time by 

designing a wearable mobile health system for people in risk groups 

such as athletes, patients and the elderly. Vital values were 

determined with sensors on the patient's body, and a web-based 

visual interface design was obtained by transferring the obtained 

data to experts on the internet. 

Albairaqdar (2018), to realize a textile dielectric material-

based microstrip antenna design, rectangular, circular, and 

equilateral triangular microstrip antenna designs were carried out in 

the 2.4, 3 and 5.8 GHz frequency band using denim, velvet and felt 

textile products. Antenna performances were compared by 

developing the Equal Patch Area (EAA) method. It has been 

observed that the EYA method is a successful method in determining 

performance and that denim, felt and velvet textile products can be 

used in wearable products. 

Arı (2016), The electronic circuit, which enables visually 

impaired individuals to navigate more easily by detecting obstacles 

they may encounter through wireless sensors developed using high-

frequency sound waves, is applied to the adhesive fabric and can be 

removed and used with different clothes if necessary. The receiver 

circuit, which can be carried in a shirt pocket, can be used easily in 

all clothes, providing convenience to visually impaired individuals. 

Uyanık (2021), Due to the disadvantages of the methods used 

in the detection of heart diseases, microstrip antennas, which have 

advantages such as small size, weight, narrow, low cost and multi-

band, have been used by integrating them with a textile-based 

surface. Denim and felt were used as textile surfaces in the study. 

Antenna design and cardiovascular tissue were designed with the 

simulation method through the HFSS (High Frequency Structural 
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Simulator) program, and this application was found to be applicable 

in detecting cardiovascular occlusion. 

Mutlu & Kurnaz (2020), a wearable microstrip antenna was 

designed to detect tumors in organs such as the brain, liver, and 

kidney. The antenna designed using the CST program is in a 

wearable form that does not pose a risk to health and allows 

monitoring of patients with high cancer risk. 

Hancılar (2022), to provide early intervention to the patient, 

the circuit design integrated into the wearable system through a 

sensor that detects chest/diaphragm movements was tested on 20 

volunteers and their breathing rates were calculated. Although the 

designed velostat sensor is a successful sensor in respiratory 

monitoring, it poses a problem in daily use when the body is in 

motion. In this study, the test was performed when the body was 

motionless. 

Çelenk (2022), three different textile antenna designs were 

designed to design wearable textile antennas by adapting them with 

metamaterials. In the first study, a planar and curved meta-material 

TEDK (Base Integrated Waveguide) leakage wave antenna, which 

operates in a wider frequency band than other antennas in the 

literature, was designed. The antenna produced in the second study 

can be used for military applications. It has been found that the 

proposed antenna is suitable in terms of cost and mass production. 

When the literature was examined, it was seen that the cavity 

supported TEDK textile antenna had the highest efficiency 

compared to similar antennas. In the third study, a fully textile, 

washable meta-surface antenna was designed. It has been observed 

that metasurface structures are important in terms of antenna gain 

and efficiency. 

Vallozzi et al. (2009), GPS modules have been integrated to 

be applied to fire- and water-resistant textile materials and rescue 
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personnel. The effects of the textile layer on the return loss were 

investigated and it was seen that the antenna was able to fulfill its 

function. 

Roh et al. (2010), by conducting research on the use of 

textile-based antennas in designs, it has been determined that linear 

and planar antennas are more suitable for wearable textile products. 

It has been observed that broadband textile antennas can be used over 

long distances in military, space, protective and medical fields. 

Morrison et al. (2014), An electrocardiographic circuit 

(flexible electrodes, battery and antenna) is integrated into the textile 

material. Heart values were monitored and encrypted with a flexible 

antenna. 

Blecha et al. (2014), information was transmitted on the 

textile surface with printed antennas. This easy-to-use, low-cost 

system is designed for firefighter clothing and this product provides 

significant advantages in terms of electronic textiles. 

Top et al. (2017), in the modeling developed for the detection 

of heart diseases using microstrip antenna, 2.45GHz was chosen for 

the design. By using 42.5 dielectric and 1.40 conductivity values, 

electromagnetic field simulation values were obtained in cases 

where there was no vascular occlusion and in cases where there was 

vascular occlusion, and the differences were examined. When the 

results were examined, it was seen that the data were different in case 

of occlusion in the cardiovascular system and that electromagnetic 

signal data could be used in heart-related disorders. 

Patel et al. (2010), a system has been developed to monitor 

the changes in the motor system of parkinson patients from home. 

The data obtained from ECG, respiratory and motion sensors are sent 

to the hospital's central network via a web-based mobile phone and 

reached the relevant doctor's computer. 
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Guinovart et al. (2014), the pH level of the wounds is 

monitored and constantly controlled through wearable 

electrochemical sensors placed in the bandage. 

Varadan (2011), a person's heart health and neurological 

diseases can be examined by attaching it to clothes called e-

Nanoflex. After wearing this garment, the person's health status is 

transferred to smartphones. This system can perform all the 

operations that the ECG device does  

Frost (2018), developed by Leaf Healthcare for decubitus 

ulcer patients, the user interface observes the patient's position in 

order to observe the patient's activities, and allows the nurse and 

doctor to be informed in which direction the patient should move and 

when the patient does not move correctly.  

Health Care Originals (2024), developed by Health Care 

Originals, the system that can be worn under clothes provides 

flexible, comfortable, patch-type smart asthma management and 

transmits information about the individual's breathing pattern, cough 

monitoring, body temperature, heart rate and asthma-related 

conditions. 

Muluparti et al. (2024), used denim, cotton, leather, jeans and 

silk textile materials as a rectangular patch substrate in the antenna 

design for use in biomedical and healthcare services. Designed to 

operate at 2.47 GHz, this antenna was found to be promising for 

healthcare applications, with denim operating smoothly in the 

intended frequency range and being the most suitable textile material 

to be used. In the simulation performed using the CST tool, the 

simulated reflection coefficient was at -28dB, exceeding the -10dB 

reference point, showing strong performance and robust impedance 

matching. It provided a solid foundation for the development of 

textile-based antennas in healthcare applications and demonstrated 

the applicability of such designs. 
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Musa et al. (2024), included a SEN11547 pulse sensor and 

an LM35 temperature sensor to detect heart rate and body 

temperature data in a health monitoring system for Internet of Things 

(IoT) applications. Two dual-band microstrip patch antennas, each 

measuring 41 x 44 mm2, were built on the Rogers Duroid RO3003™ 

substrate. One of these antennas is equipped with a PIN diode. An 

inverted U-shaped slot was added to the existing patch to provide 

dual-band operation at 2.4 GHz and to create a 5.8 GHz frequency 

band. The active antenna can switch between a single 5.8 GHz band 

and a dual-band configuration of 2.4 GHz and 5.8 GHz. Ten samples 

were collected at 1-minute intervals for 10 minutes from ten 

participants, ages 18 to 40. To validate the results, measurements 

were compared with a commercially available Laird Connectivity 

2.4 GHz/5.8 GHz dipole antenna. Heart rates ranged from 85 BPM 

to 92 BPM for the active antennas and from 84 to 90 BPM for the 

reference antenna, indicating good agreement. Similarly, the body 

temperature varies between 29 and 37°C for active antennas and 

between 30 and 36°C for the reference antenna. In conclusion, this 

study highlights the effective integration of the proposed dual-band 

active antenna into an IoT-based health monitoring system. 

Soni et al. (2024), carried out an antenna design for tumor 

detection at 2.45 GHz and the antenna was designed on a flexible 

substrate polyimide with a dielectric constant of 3.5. A tumorous 

human tissue model is designed for tumor detection and different 

simulation analyses are performed on the human tissue model. The 

size of the presented antenna is 43.45×35×0.75mm3. The reflection 

coefficient (|S11|), 3D radiation patterns, directionality gain and 

SAR parameters were analyzed. It was found that this antenna is very 

suitable for on-body biomedical applications at 2.45 GHz frequency, 

especially in tumor detection. 

Casula et al. (2024), a novel on-body/epidermal antenna is 

designed on a miniaturized AMC structure. For this purpose, a 
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conventional unit cell is suitably wrapped and a home-made high-

permittivity and low-loss thin and flexible silicon doped dielectric 

substrate is used. The antenna operates at RFID UHF frequencies of 

approximately 900 MHz and its overall footprint is limited to only 

0.03 λ02 (41.4 × 82.8 mm). The proposed device is highly reliable, 

platform tolerant, and implemented on a very thin, flexible, and 

biocompatible substrate. There are sufficient holes in both the AMC 

substrate and the ground plane to allow skin perspiration. These 

features enable the designed structure to be effectively used as an 

epidermal antenna, allowing “on-skin” sampling of most typical 

health parameters such as body temperature, skin impedance, and 

electrophysiological potentials. 

The technology of wearable antennas is advancing rapidly 

with advances in both material science and textile, computer and 

electronic engineering. This enables the new generation of wearable 

devices to become more functional. 

7. Conclusion 

With the developments in the textile sector, products that 

meet different needs are produced and offered to the market. Smart 

electronic textiles, which are among technical textiles; Textile 

products become functional because of the integration of textile, 

electronics, medicine, computer and design fields. These products, 

which are of great importance especially for the healthcare sector, 

are integrated into the clothing and enable the patient to be monitored 

without wasting time, thus increasing the patient's quality of life. 

Wearable antennas, which can be easily integrated into clothing, can 

be integrated into the fabric to detect diseases, reduce pain, transfer 

patient data, and monitor basic health information without 

compromising the elegance of the clothing. Through the 

optimization algorithm, the wearable textile product that will form 

the base material of the microstrip antenna can be determined and 

the most suitable textile product can be used. Wearable antennas 
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used in electronic textiles are very important for the healthcare 

sector; It seems to provide great convenience for patients, their 

relatives and healthcare professionals. These products with 

functional features are expected to have a great future promise in the 

textile industry. 
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Design and Analysis of Titanium Nitride-Based 

Metalens for Efficient Light Focusing at 1550 nm 

Fiber Optical Wavelength 
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Introduction 

Metasurfaces have introduced groundbreaking innovations 

in the control of electromagnetic waves, becoming a prominent 

research field in photonic and electronic device technologies 

(Meinzer, Barnes, & Hooper, 2014; Yu & Capasso, 2014). These 

structures offer unique advantages in applications such as wavefront 

shaping, beam steering, focusing, and holography (Aieta et al., 2012; 
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Khorasaninejad & Capasso, 2017). The core principle of 

metasurfaces lies in their ability to manipulate properties of light—

such as amplitude, phase, polarization, and orientation—through 

nano-scale structures organized on their surfaces (Kildishev, 

Boltasseva, & Shalaev, 2013; Lin, Fan, Hasman, & Brongersma, 

2014; Schulz et al., 2024). This enables the development of thin and 

lightweight structures that can replace traditional optical 

components (Chen, Taylor, & Yu, 2016). 

The potential of these metasurfaces, particularly in 

telecommunications wavelengths, allows for the miniaturization of 

optical devices and the development of high-precision applications 

(Aieta, Genevet, Khorasaninejad, Capasso, & Devlin, 2017). Due to 

their unique structural characteristics, metasurfaces provide 

extensive application opportunities—from wavefront manipulation 

and control to holographic imaging systems and quantum 

information processing (Kuznetsov, Miroshnichenko, Brongersma, 

Kivshar, & Luk’yanchuk, 2016; Yu et al., 2011). 

The choice of materials in the design of metasurfaces 

significantly affects their performance. Traditionally, noble metals 

such as gold and silver have been the materials of choice due to their 

plasmonic properties (Boltasseva & Atwater, 2011). However, the 

high optical losses and low thermal stability of these metals impose 

significant limitations, especially in high-temperature applications 

and broadband optical devices (Naik, Shalaev, & Boltasseva, 2013; 

Schuller et al., 2010). As a result, the exploration of alternative 

plasmonic materials has gained great importance (Boltasseva & 

Shalaev, 2015; Mahajan, Dhonde, Sahu, Ghosh, & Shirage, 2024). 

Titanium nitride (TiN) has recently emerged as a promising 

alternative plasmonic material. TiN stands out with its high melting 

point, chemical stability, and low optical losses (Mahajan et al., 

2024; Naik et al., 2013). Moreover, its compatibility with CMOS 

fabrication processes facilitates its integration into photonic circuits 
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(Schuller et al., 2010). The optical properties of TiN demonstrate 

plasmonic behavior similar to gold and silver in the visible and near-

infrared spectral ranges (Boltasseva & Shalaev, 2015; Kuznetsov et 

al., 2016). These characteristics make TiN-based metasurfaces 

promising candidates for the development of broadband and highly 

efficient optical devices (Chen et al., 2016). 

The ability of metasurfaces to manipulate wavefronts 

enhances optical system performance and unlocks new application 

opportunities (Huang et al., 2016; Yu & Capasso, 2014). 

Specifically, the control of light phase plays a critical role in 

achieving functionalities such as focusing and beam steering 

(Khorasaninejad & Capasso, 2017; Meinzer et al., 2014). The design 

of meta-cells capable of providing a continuous phase shift between 

0 and 2π enables the development of high-precision optical 

components (Aieta et al., 2012; Lin et al., 2014). Such metasurfaces 

offer significant advantages in designing compact and integrated 

optical systems (Kildishev et al., 2013). 

The impact of metasurfaces on optical systems has become 

more pronounced due to their advantages over traditional optical 

components. In particular, their ability to control the phase, 

amplitude, and polarization of light positions metasurfaces as pivotal 

elements in next-generation optical devices (Meinzer et al., 2014; Yu 

& Capasso, 2014). These advantages, combined with their compact 

size, lightweight structure, and ease of fabrication, make them ideal 

for applications ranging from optical communications and 

holography to imaging and information processing (Aieta et al., 

2012; Kildishev et al., 2013). 

The high precision of metasurfaces in wavefront 

manipulation significantly enhances optical system performance. 

Controlling the wavefront phase is essential for a variety of 

applications, including light focusing, beam steering, and digital 

information transfer (Khorasaninejad & Capasso, 2017). For 
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example, in holographic systems, metasurfaces provide thinner and 

lighter structures than conventional optical elements, resulting in 

more precise imaging performance (Huang et al., 2016). 

In this study, a focusing metasurface designed to operate at a 

1550 nm wavelength using TiN as the primary material is developed 

to achieve focusing functionality. The metasurface design consists 

of 20 meta-cells capable of providing a continuous phase shift from 

0 to 2π. Numerical analyses are conducted using the Finite-

Difference Time-Domain (FDTD) method, confirming that the 

metasurface's focusing performance is within acceptable levels (A. 

Taflove, S. C. Hagness, 2005). The results demonstrate that TiN-

based metasurfaces enable low-loss, high-efficiency, and thermally 

stable focusing applications. 

TiN-based metasurfaces are not limited to focusing 

applications but also offer innovative solutions in various fields, 

including optical communication, quantum information processing, 

laser steering, and imaging (Li, Zhang, & Zentgraf, 2017; Mahajan 

et al., 2024; Yu & Capasso, 2014). In particular, the precision of 

wavefront manipulation achieved by metasurfaces provides a 

powerful tool for quantum optics and information processing 

systems (Kuznetsov et al., 2016). The developed metasurface 

combines miniaturization with performance enhancement in optical 

systems, offering revolutionary contributions to future academic, 

military, and commercial applications (Aieta et al., 2017; Boltasseva 

& Shalaev, 2015). 

Method 

In this study, an alternative plasmonic metasurface capable 

of focusing light at a specific focal distance 𝑓  is designed and 

analyzed. To achieve the intended functionality of the metasurface, 

a phase profile is initially formulated to enable the focusing effect, 

followed by the optimization of the meta-cell geometries and the 
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evaluation of their electromagnetic properties through numerical 

simulations. 

The phase profile on the metasurface is determined to 

produce a spherical wavefront, and it is mathematically modeled 

using the following equation (Aieta et al., 2012): 

φ𝐿(𝑥, 𝑦) =
2𝜋

𝜆
𝑃𝐿𝑆𝐿
̅̅ ̅̅ ̅̅ =

2𝜋

𝜆
(√(𝑥2 + 𝑦2) + 𝑓2 − 𝑓) (1) 

In this equation, φ𝐿 represents the phase shift at the 𝑃𝐿 (x, y) 

position, f=5000 μm is the focal distance of the metasurface, and 

λ=1550 nm is the operating wavelength. The wavelength is selected 

due to its low-loss and low-dispersion characteristics, making it ideal 

for fiber-optic communication systems. The overall size of the 

metasurface is designed to be 400 µm × 400 µm, composed of meta-

cells with a periodicity of 2.5 µm. The phase profile is modeled to 

span a range of [0–2π] and is designed according to the arrangement 

shown in Figure 2. 
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Figure 1: The Designed Circle Couple Shape Antenna Structure: 

(a) top view, (b) perspective (c) side views, The Designed Semi-

Circle Couple Shape Antenna Structure: (d) top view, (e) 

perspective (f) side views. 

The meta-cell structures are optimized to modulate the 

wavefront with a specific phase shift. The meta-cell structures 

consist of three layers: the TiN reflective layer, which provides high 

reflection resonance; the SiO₂ dielectric spacer layer, which 

functions as an optical insulator and alignment medium; and the TiN 

nanoantenna layer, which enables electromagnetic phase control. 

The nanoantenna layer includes two distinct types of geometries as 

shown in Figure 1 that enable electromagnetic phase control. The 

dimensions and shapes of these geometries are optimized to cover 

the phase range of [0–2π]. Moreover, the geometric parameters of 

the nanoantennas are adjusted to correspond to specific phase values. 

The optical properties and phase responses of the designed 

metasurface are analyzed using the FDTD method. In the 

simulations, the electromagnetic behavior of periodic meta-cells on 

the xy-plane, illuminated by a normally incident x-linearly polarized 
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plane wave in the xz-plane, is investigated. The reflection phase and 

amplitude responses of each meta-cell type are meticulously 

analyzed. The antenna arrangements required for the first phase ring, 

with dimensions of 35 µm × 125 µm, are examined within the 

simulation area and optimized based on the results. 

Figure 2: Required Phase Map for a 5 mm Focal Length Metalens 

on a 400 µm x 400 µm Surface Composed of Unit Cells with a 2.5 

µm Periodicity, with an Inset Representation of the Antenna 

Arrangement in a 35 µm x 125 µm Area for the First 0-2π Phase 

Ring. 

The data obtained from the simulations are evaluated in 

terms of reflection phase, focusing precision, and reflection 

efficiency. The three-layer structure of the metasurface, composed 

of TiN and SiO₂ materials, demonstrated high reflection resonances 

and is optimized for efficient light focusing. This design provides an 

effective solution with high optical performance. 

Results 

The phase and reflection responses of each meta-cell were 

thoroughly analyzed to investigate the influence of geometric 

parameters on the electromagnetic behavior of the metasurface. This 

analysis focused on evaluating the performance of meta-cells with 

antenna layers designed with varying geometrical configurations. 
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As presented in Table 1, the phase and reflection responses 

demonstrate that a smooth phase transition is achieved across the 0–

2π range, meeting the desired phase shift criteria. Furthermore, it is 

noted that the reflection coefficient remained relatively stable during 

the phase transition process, indicating reliable performance. 

Table 1: Geometric Parameters of Designed Antenna Array. 
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Geometric Parameters 

 
Reflection 

Phase 

(π) 

𝒓 

(nm) 

d 

(nm) 

𝒓𝟏 

(nm) 

𝒓𝟐 

(nm) 

Px 

(nm) 

Py 

(nm) 

1 Semi-Circle Couple 0,8889 0,0349 - 150 250 250 2500 2500 

2 Semi-Circle Couple 0,8784 0,1216 - 125 250 250 2500 2500 

3 Circle 0,7895 0,2286 525 - - - 2500 2500 

4 Semi-Circle Couple 0,8105 0,3206 - 150 300 650 2500 2500 

5 Circle 0,8353 0,4243 550 - - - 2500 2500 

6 Circle 0,7947 0,5488 625 - - - 2500 2500 

7 Circle 0,8667 0,6423 700 - - - 2500 2500 

8 Semi-Circle Couple 0,7247 0,7495 - 225 450 450 2500 2500 

9 Semi-Circle Couple 0,7151 0,8250 - 225 475 475 2500 2500 

10 Semi-Circle Couple 0,7343 0,9305 - 250 475 475 2500 2500 

11 Circle 0,8502 1,2087 200 - - - 2500 2500 

12 Semi-Circle Couple 0,7316 1,2588 - 250 500 500 2500 2500 

13 Circle 0,8673 1,3815 250 - - - 2500 2500 

14 Circle 0,8393 1,4305 425 - - - 2500 2500 

15 Semi-Circle Couple 0,8400 1,5233 - 125 150 475 2500 2500 

16 Circle 0,7685 1,6290 475 - - - 2500 2500 

17 Semi-Circle Couple 0,8363 1,7272 - 175 175 500 2500 2500 

18 Semi-Circle Couple 0,9013 1,8342 - 150 175 175 2500 2500 

19 Circle 0,7401 1,9018 500 - - - 2500 2500 

20 Circle 0,8775 1,9624 100 - - - 2500 2500 

Graphical representations of the phase and reflection 

responses as a function of antenna configurations are given Figure 3 

(a) and (b), respectively. These results show that the phase shift is 

achieved with high precision, while the reflection coefficient 

stabilizes around an average value of 0.8. This consistency 

highlights the effectiveness of the meta-cells in controlling phase 

transitions while maintaining an optimized reflection efficiency. 
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Overall, the findings underline the importance of carefully 

tailoring geometric parameters to achieve targeted electromagnetic 

properties in meta-cell design. The smooth phase modulation and 

consistent reflection performance contribute significantly to the 

metasurface’s optical functionality, making it a highly effective 

solution for the intended applications. 

 

Figure 3: (a) Antenna Reflection Values and (b) Antenna Phase 

Values. 
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Figure 4: Normalized Light Intensity Distribution in the xz-plane 

with Respect to the Source.  

 

In Figure 4, it is demonstrated that focusing can be achieved 

at the planned focal distance of 5 mm, as determined by the focusing 

equation in Equation 1 through numerical analyses. The figure also 

reveals the presence of multiple focal points. These additional focal 

points may result from scattering caused by factors such as phase 

map tolerances of the unit cells, fill factor variations due to 

periodicity, and similar effects. Achieving a sufficiently distant focal 

length of 5 mm aligns with the objectives of this study, and the 

normalized light intensity at the focal point indicates a high focusing 

efficiency. 
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Conclusion 

This study presents the design and analysis of a metalens 

operating at a wavelength of 1550 nm, utilizing TiN as the 

nanoantenna material. TiN demonstrates considerable promise for 

advanced photonic applications, with its low-loss properties, high 

thermal stability, and alternative plasmonic character. The design 

incorporates 20 meta-cells, each capable of inducing a continuous 

phase shift from 0 to 2π, facilitating precise control over the 

wavefront and enabling effective light focusing at a focal length of 

5 mm. 

The rigorous numerical analysis using FDTD method 

validates the high precision of phase control and reflection efficiency 

achieved by the metalens. The results indicate that the phase shift is 

finely tuned, and the reflection coefficient maintains an optimized 

value of around 0.8, confirming the stability and efficiency of the 

metasurface design. Additionally, the observation of multiple focal 

points, likely due to scattering effects and phase map tolerances, 

suggests areas for further optimization. However, the achieved 

focusing efficiency at the intended focal length meets the design 

objectives, marking a significant step forward in the development of 

metasurface-based optical components, in terms of the use of 

alternative plasmonic materials. 

In conclusion, this work highlights the potential of TiN-

based metalenses for future optical systems, where precise 

manipulation of light can be achieved in a highly integrated, scalable 

manner. Further refinements in the design and fabrication processes, 

especially concerning scattering and fill factor variations, will 

enhance the performance and applicability of these devices in 

advanced photonic technologies. 
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Innovative Approach in Technical Education: Hands-

on Learning with KNX Building Automation 
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1.  Introduction 

With their remarkable comfort and energy-saving 

advantages, smart home systems have swiftly established themselves 

as a mainstay of contemporary living. By seamlessly integrating 

several sensors and gadgets, these systems optimize energy use, 

accommodate personal preferences, and improve home security. 

Smart homes reduce energy waste and improve quality of life by 
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automating energy-intensive duties like lighting, heating, and 

cooling(Majeed et al., 2020). Internationally accepted standards that 

guarantee these systems' dependability, adaptability, and scalability 

are at their foundation. The KNX protocol is a well-known name in 

this industry and has established the benchmark for innovation in 

smart home technologies.   

The KNX protocol is an internationally recognized open 

standard for home and building automation, enabling seamless 

communication among diverse systems such as lighting, HVAC, 

security, and energy management. As an ISO/IEC 14543-3-certified 

protocol, KNX guarantees interoperability across devices from 

different manufacturers, making it a cornerstone in smart home and 

industrial automation. It is a key enabler in integrating various 

building automation technologies into a cohesive, reliable system 

(Malhi & Apopei, 2022). At its core, KNX utilizes a decentralized 

communication architecture, ensuring that devices operate 

autonomously while maintaining network-wide synchronization. 

This decentralized nature enhances system reliability, allowing for 

robust control even if individual devices fail. Moreover, KNX 

supports various communication media—including twisted pair, RF, 

powerline, and IP—enabling broad adaptability to different building 

types and infrastructures (Kraus et al., 2020). Integrating Internet of 

Things (IoT) technologies has elevated KNX's relevance by 

facilitating real-time monitoring, control, and automation. IoT 

integration enables dynamic interactions between sensors, actuators, 

and cloud services, providing users with enhanced control through 

mobile applications and web platforms(Swathika, 2022) (Srividya, 

2021). For instance, in smart homes, KNX systems allow users to 
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remotely adjust lighting, monitor energy consumption, or manage 

HVAC systems to optimize comfort and efficiency(Conceic'ão et al., 

2022). Additionally, KNX plays a vital role in advancing energy 

efficiency and sustainability. It supports the integration of renewable 

energy sources, such as solar panels, and enables predictive 

maintenance through IoT-based analytics. This capability is critical 

for reducing energy consumption and promoting environmentally 

friendly practices in smart buildings(Satheeskanth et al., 2022). By 

bridging traditional building control systems with cutting-edge IoT 

technologies, the KNX protocol offers a scalable and future-proof 

solution for building automation. Its robust architecture, compliance 

with international standards, and integration with IoT platforms 

underscore its pivotal role in modern smart environments(Hakiri et 

al., 2020). 

In summary, the KNX protocol is more than just a 

communication standard; it is a transformative technology that 

underpins the evolution of smart buildings and cities. Its emphasis 

on interoperability, real-time control, and sustainability positions it 

as an indispensable tool for modern building automation. 

The extensive application of KNX necessitates the 

development of educational activities and practical opportunities, 

particularly for students pursuing technical education. This enables 

future professionals to comprehend the dynamics of building 

automation systems, enhancing their ability to utilize or improve 

such systems efficiently. 

This study has developed an experimental setup to allow 

associate degree students to design and implement applications 
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related to smart home systems. The developed setup introduces KNX 

simulator modules and the KNX software programming tool, ETS. 

Learning the KNX system offers numerous advantages for students. 

First, as KNX is an internationally recognized standard, it allows 

students to work with globally acknowledged technology. This 

increases their employability prospects after graduation and will 

enable them to participate in international projects. 

2. KNX Protocol and Integration with Other Technologies: 

Integration of KNX Protocol with Other Technologies The 

KNX protocol is widely recognized for its flexibility and capacity to 

integrate diverse technologies, enabling seamless communication 

between various building automation systems. Its role in enhancing 

system efficiency and improving user experience is significant, as it 

bridges traditional automation methods with modern digital 

frameworks. One fascinating application of KNX is the simulation 

of KNXnet/IP telegrams. Using tools like MATLAB/Simulink, 

researchers have been able to simulate and analyze the behavior of 

building automation systems. For instance, (López-Aguilar et al., 

2018) demonstrated how tools like Wireshark can monitor and 

optimize data packets. This approach has gained popularity for its 

ability to simplify troubleshooting and improve overall system 

reliability (Bergmann et al., 2012). (Kraus et al., 2020) developed a 

prototype gateway that allows seamless communication between 

KNX and service-oriented device connectivity (SDC) to address the 

growing need for interoperability. By enabling integration with 

protocols like BACnet, Modbus, and Zigbee, this innovation 

provides a unified framework for diverse automation technologies. 

In another breakthrough, (Bovet & Hennebert, 2013) introduced a 
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Web of Things gateway for KNX networks, integrating web-based 

technologies through HTTP and RESTful APIs. This advancement 

enables KNX systems to operate within modern IoT ecosystems, 

enabling remote monitoring and controlling of devices. Research by 

(Guinard et al., 2009) supports this, showing how RESTful APIs 

simplify IoT integration and enhance system scalability. On the 

hardware side, (Han et al., 2010) developed KNX device nodes and 

binary output actuators using a Bus Interface Module (BIM). This 

design reduces device complexity, improves efficiency, and lowers 

costs. Similarly, (Pérez-Lombard et al., 2008) explored innovations 

to improve energy efficiency and make KNX systems easier to 

deploy in residential and commercial settings. User-friendly 

interfaces are another key focus area for KNX systems. (Wünsche, 

2019) highlighted the importance of creating intuitive interfaces for 

managing devices like lighting and HVAC systems. These interfaces 

make automation accessible to a broader audience, even those 

without technical expertise. Similarly, (Page et al., 2016) 

emphasized how graphical user interfaces (GUIs) improve user 

interactions with building systems, simplifying the operation of 

complex technologies. (Neugschwandtner et al., 2007) developed a 

method to map KNX data to oBIX (Open Building Information 

Exchange) entities to bridge the gap between traditional automation 

systems and modern IT frameworks. This approach facilitates better 

communication between KNX systems and IT-based solutions. 

(Kastner et al., 2005) also emphasized the importance of aligning 

building automation protocols with IT systems for enhanced 

functionality and interoperability. Energy management is one of 

KNX’s most impactful contributions. By incorporating energy 
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meters, motion sensors, and automated timers, KNX systems help 

reduce energy consumption and promote sustainability(Pérez-

Lombard et al., 2008). Finally, integrating KNX with IoT 

technologies has significantly expanded its capabilities. (Bergmann 

et al., 2012) demonstrated how lightweight IoT protocols like MQTT 

and CoAP can enhance KNX’s scalability and responsiveness. This 

hybrid architecture enables advanced IoT applications, such as 

predictive maintenance and AI-powered automation, further 

solidifying KNX’s position as a cornerstone of modern building 

automation. Through these advancements, KNX proves its 

adaptability, facilitating the creation of more innovative, sustainable, 

and user-friendly building automation systems. Its ability to 

integrate with emerging technologies positions it as a vital tool for 

addressing the challenges of modern clever building design.  

3. KNX ETS 5: Infrastructure for Modern Building 

Automation 

Based on the globally accepted KNX protocol, KNX ETS 5 

software is essential for contemporary automation and intelligent 

building systems. The benefits of the KNX protocol, such as 

flexibility, system integration, and energy efficiency, have made it a 

global standard. With its flexible and intuitive interface, KNX ETS 

5 makes it easier to develop, configure, and manage building 

automation projects. In residential and commercial buildings, it 

efficiently executes a range of automation scenarios, such as 

lighting, climate control, energy management, and security systems. 

KNX ETS 5 is essential to education because it gives 

engineering students practical experience. Students can apply their 

theoretical knowledge to real-world situations using KNX-based 
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automation simulators created for educational reasons. These 

simulators aim to provide aspiring engineers with a thorough 

understanding of intelligent control systems, system integration, and 

energy efficiency. KNX ETS 5 promotes increased comprehension 

and adoption of building automation systems among wider 

audiences by aiding in the teaching process(Toylan & Cetin, 2019). 

Technically speaking, current research focuses on improving 

KNX technology's performance and adaptability. Improvements in 

KNX device nodes and bus interface modules are especially 

significant. These modules increase system dependability and 

efficiency by optimizing communication between KNX devices and 

central control units. By focusing on efficiency and sustainability, 

these advancements guarantee quicker and more energy-efficient 

system operations, helping to shape the future of building 

automation systems(Han et al., 2010). 

4. Home Automation Project Simulation with KNX 

Control Panel for Automation of Smart Buildings Based on 

KNXA KNX-based control panel intended for intelligent building 

automation is shown in Figure 1. Lighting, switching, heating-

cooling, and other vital systems can be controlled with the help of 

the popular KNX protocol, which allows various devices to 

communicate with each other without any problem (Association). 

How does the experiment set equipment work: 

• Power Source (640mA PSU), the KNX system's power supply 

is its central component, providing all linked devices with the 

energy they require. It guarantees that the entire KNX bus line 

remains powered and functional with its 640 mA capacity. 
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• IP Router, remote access is made possible by the IP router, 

which links the KNX bus to an IP network. This allows you to 

keep an eye on and manage KNX. 

 

Figure 1. Experiment set panel (test elements) 

This allows you to use an IP-based system or the internet to 

monitor and manage KNX devices from any location. 

• Switch Actuator, the connected circuits' on/off switching is 

managed by this relay-based device. Its four channels offer 

dependable and effective control over lighting, outlets, and 

other loads (Jung, 2019). 

• Universal Dimmer, whether the lights are halogen, LED, or 

another dimmable variety, the dimmer controls their 

brightness. Its six channels allow for exact control of 

illumination levels, saving energy and producing the ideal 

atmosphere. 

• Oria Thermostat, by controlling the heating and cooling 

systems, the thermostat controls the ambient temperature. It 
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guarantees effective and comfortable climate control and is 

fully integrated with the KNX network. 

•  Room Control Unit, this multipurpose device serves as the 

brains behind a room's automation requirements. It manages a 

number of tasks, including climate management, curtain and 

lighting control, and more. The proper actions are performed 

once commands from buttons or other inputs are analyzed. 

• Climate Control and Fan Speed, in order to ensure ideal 

airflow and temperature regulation, these sections concentrate 

especially on controlling fan speeds and climate systems, such 

as VRF or fan-coil units. 

• Lamps and Buttons, users can interact with the system by 

turning lights or devices on and off using the buttons at the 

bottom of the panel. As indicators, the bulbs at the top display 

the state of several outputs.  

The KNX bus line allows seamless communication between 

all devices. Remote access and control are made possible by the IP 

router, which connects the system to the IP network. Lighting 

functions like turning lights on and off and dimming them are 

handled by devices like the Switch Actuator and Universal Dimmer. 

Comfort and climate are expertly controlled thanks to the Oria 

Thermostat and Room Control Unit. The system offers the highest 

level of flexibility and usability by allowing users to engage with it 

remotely or through physical buttons. 

By improving energy efficiency, enabling remote control, 

and providing a smooth, user-friendly experience, this KNX-based 

technology intelligently automates buildings. This system offers 

comfort, control, and convenience whether it is controlling the 

lighting, controlling the temperature, or automating everyday chores. 



 

--156-- 

 

4.1 Building Structure:   

Figure 2 shows the ETS5 software interface for configuring 

and managing a KNX-based building automation project. This 

interface provides information about the building structure and 

group address organization used for communication between 

devices. 

 
Figure 2. ETS5 software interface 

This section represents the hierarchical organization of the 

building and its devices. The main project structure organizes 

different zones (rooms) and their devices. The zones are defined as 

the bathrooms, bedrooms, corridors, kitchen, living rooms, and 

terrace/balcony.  

The TMx Thermostat in the living room controls the 

temperature. The panel contains three devices: the Room Control 

Unit, the Switch Actuator, and the Universal Dimming Actuator. The 

Room Control Unit is a central controller with 20 outputs and 18 

inputs to manage multiple systems. The Switch Actuator is a 4-
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channel actuator that switches high-current circuits (16A). The 

Universal Dimming Actuator controls dimmable lights in the living 

room. 

 

Figure 3. ETS5 group addresses the interface 

4.2 Group Addresses:  

This section organizes KNX group communication logic. 

Group Addresses represent logical links that allow devices to 

interact. 

Figure 3 shows the ETS5 (Engineering Tool Software) 

interface in the Group Addresses section of a KNX building 

automation project. In KNX systems, Group Addresses represent the 

logical connections facilitating communication between devices.  

In KNX systems, Group Addresses are organized using a 

three-level structure, Main Group, Middle Group, and Sub Group, to 

categorize control operations systematically. This structure ensures 

that communication is organized in an orderly and systematic 
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manner. Here, Panel (Main Group: 0) is used for general system-

wide control addresses. Lighting (Middle Group: 0/0) is the address 

used for lighting control. Lights connected via KNX are controlled 

via this group address. Fan Coil (Middle Group: 0/1) is reserved for 

controlling HVAC fan coil units. This group is used to manage 

temperature and climate systems. Blind (Middle Group: 0/2) is the 

group address reserved for curtain and blind control. Blind 

Movement (Subgroups) sends commands to open and close blinds. 

Blind Step (Subgroups) set blinds to a specific position or step. The 

dimmer (Middle Group 0/3) is the address for lighting dimmer 

control. Dimmer actuators allow adjustment of the brightness levels 

of lights. 

 

Figure 4. Addressing, programming, and configuring the interface 

of devices in ETS 

Figure 4 provides detailed information about the devices' 

addressing, programming and configuration status in the ETS. Each 

device in the KNX system has a unique physical address. For 

example, 1.1.4 and 1.1.5 represent the physical addresses of the 

devices in the network. The room column indicates the physical 

location or room where the devices are installed. For example, 

"PANEL" and "Living Room" are mentioned. This helps you 

understand which zone or area the devices belong to.  
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The description column describes the functions of the 

devices. For example, the RC2018 Room Control Unit is a room 

control unit that is usually used to manage lighting and blinds. 

The application program column shows the name and version 

information of the programs running on the devices. For example: 

RC2018 Room Control Unit, 16A/1.1, is the program version of the 

room control unit. Switch Actuator, 4 Channel 16A/1,0, is the 

program version of the 4-channel switching actuator. The programs 

are used to configure the functionality of the devices. 

Adr, Prg, Par, Grp, Cfg (Addressing, Programming, 

Parameterization, Group Objects, Configuration), these columns 

indicate whether certain operations in the KNX system have been 

completed: 

✓ Adr: Physical address assignment completed. 

✓ Prg: Programming completed. 

✓ Par: Parameter configuration completed. 

✓ Grp: Group objects set. 

✓ Cfg: Device fully configured. 

The Manufacturer column indicates the manufacturer of the 

device. EAE manufactures all devices in the image. Building parts, 

devices, and parameter tabs are used to manage and configure 

devices in the ETS software. 

Conclusion 

Learning the KNX system provides students with valuable 

skills in building automation and innovative building technologies. 

These skills offer technical knowledge and prepare students to 

design and implement creative solutions that increase energy 

efficiency, comfort, and safety.  
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Students develop a solid foundation in electrical and 

electronic principles that enable them to install and connect KNX 

devices. They learn how components such as sensors, actuators, and 

power supplies work and gain knowledge on how to install power 

and signal lines properly. Since KNX is an open standard for 

building automation, it provides its users with expertise in data 

communication, device addressing (physical and group addresses), 

and system topology.  

Understanding KNX certification standards also helps them 

understand the importance of compliance. With these experimental 

setups, students become proficient in using ETS (Engineering Tool 

Software), an essential tool for programming KNX devices. They 

learn to handle tasks such as addressing devices, creating group 

objects, and configuring parameters. Over time, they gain 

confidence in installing, testing, and commissioning complete KNX 

systems. Additionally, users discover how to integrate various 

systems such as lighting, HVAC (heating, ventilation, air 

conditioning), security systems, energy management, and blinds 

control.  

This allows them to design intuitive user interfaces and 

create imaginative scenarios such as automatic lighting for energy 

saving. Students develop the ability to plan KNX network 

topologies, whether linear, star, tree, or hybrid. They learn to scale 

and adapt KNX devices for large projects, analyze system needs, and 

select the proper devices for specific applications. Troubleshooting 

becomes second nature as they learn to diagnose and fix problems in 

KNX systems. They practice debugging, data analysis, and 

reviewing system logs to optimize performance. They also gain 
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skills in system updates and maintenance. Students understand how 

KNX systems contribute to energy efficiency. They gain the ability 

to design solutions that reduce energy consumption, such as 

implementing timers, motion sensors, or energy meters for 

intelligent control. Users also learn how to integrate KNX systems 

with IoT devices and ensure seamless communication between 

different systems. Their ability to work with APIs and protocol 

converters (for example, for KNX-Zigbee integration) prepares them 

for modern, connected building environments.  

Learning KNX is about acquiring technical knowledge and 

designing intelligent systems that make buildings more efficient, 

comfortable, and future-proof. Whether working on a small 

residential project or an extensive commercial integration, a skilled 

KNX expert plays a vital role in shaping the buildings of tomorrow. 
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BÖLÜM IX 

 

 

Hydroelectric Power Plants and Their Environmental 

Impacts 

 

 

Erşan Ömer YÜZER1 

 

Introduction 

Hydraulic energy is an energy source that is indirectly 

generated by solar radiation. Water in seas, lakes, or rivers 

evaporates under the influence of solar energy, and the resulting 

water vapor is carried by winds to mountain slopes, where it 

returns to the surface as rain or snow, feeding rivers. This 

process makes hydraulic energy a continuously renewable 

energy source. To utilize the kinetic and potential energy of 

water, hydroelectric power plants (HPPs) have been and 

continue to be established. In this way, a highly durable and 

cost-effective energy source is made available for electricity 

generation (Olgun, 2009; OMU, 2024). 

HPPs can be built not only on rivers, lakes, or streams 

but also on canals or systems designed to utilize water 
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accumulated from tidal movements. The energy produced in 

these plants generally depends on the water head and flow rate. 

Based on these factors, HPPs can be classified as follows: 

(Serencam, 2007; Oral, Behçet & Aykut, 2017; Süme & Fırat, 

2020). 

➢  According to Storage Structures: 

✓ Reservoir HPPs (with storage) 

✓ Run-of-river HPPs (regulator type) 

➢ According to Head (Water Drop): 

✓ Low-head HPPs (H < 10 m) 

✓ Medium-head HPPs (H = 10–50 m) 

✓ High-head HPPs (H > 50 m) 

➢ According to Installed Capacity: 

✓ Very small (micro) capacity (<100 kW) 

✓ Small (mini) capacity (100–1,000 kW) 

✓ Medium capacity (1,000–10,000 kW) 

✓ Large capacity (>10,000 kW) 

➢ According to Contribution to the National Grid Load: 

✓ Base-load HPPs 

✓ Peak-load HPPs 

✓ Combined base-load and peak-load HPPs 

➢ According to Dam Structure Type: 

✓ Gravity concrete dam HPPs 

✓ Arch concrete dam HPPs 

✓ Rock-fill dam HPPs 

✓ Earth-fill dam HPPs 

➢ According to Power Plant Location: 

✓ Above-ground HPPs 

✓ Underground HPPs 

✓ Semi-buried or submerged HPPs 

HPPs offer numerous advantages compared to other 

types of power plants. However, their primary advantage is that, 

unlike thermal power plants, they do not cause any air pollution 
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(Kasirga, 2024). Some of their other advantages can be 

summarized as follows (Koçak, 2011; ETKB, 2024):  

❖ There are no fuel costs, 

❖ Losses are negligible, even when the plant is on 

standby, 

❖ Efficiency does not decrease over time, 

❖ Requires a minimal workforce, 

❖ The unit cost of energy is very low, 

❖ Adapts quickly to load changes. 

❖ Maintenance costs are low, and the structure is 

simple and robust. 

HPPs provide benefits beyond electricity generation. 

These can be outlined as follows: 

❖ Irrigation of large areas, 

❖ Prevention of floods, 

❖ Fisheries, 

❖ Utilization of water transport (e.g., cargo and 

passenger transportation), 

❖ Water sports, 

❖ Afforestation, 

❖ Promotion of tourism.  

Water stored or naturally accumulated in a specific 

location possesses potential energy. When this potential energy 

is released from a height at a certain velocity, it is converted 

into kinetic energy, which then transforms into mechanical 

energy (shaft energy) through the turbine blades. The shaft 

energy is subsequently converted into electrical energy using 

generators, making it usable (Özbay & Gençoğlu, 2009; Dinçer 

& ark., 2017; Erkin, 2019). The process and sequence of energy 

conversion in HPPs are illustrated in Figure 1. 
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Figure 1.  Energy Conversion in HPPs 

The Relationship of HPPs with the Natural Environment  

With the increasing applications of HPPs, the 

environmental damage they cause has become a topic of debate, 

particularly in the last 30 years. Projects that have significant 

economic and socio-cultural consequences have begun to face 

resistance in implementation areas. The issue, initially framed 

as an environmental problem concerning the protection of 

nature and the image of women, has later evolved into a political 

issue due to its position in the media (Çevik, 2022). 

The development of water resources for various 

purposes, including energy production, involves several stages 

and a long process. This includes planning and project studies 

to determine the technical specifications and potential 

socioeconomic impacts, followed by the implementation phase. 

Additionally, it encompasses the ongoing operational and 

management activities throughout the project's economic 

lifespan, with a focus on monitoring the interaction between the 

natural environment and these activities (DPT, 2001).  

In order to avoid experiencing another energy crisis like 

the one faced in Turkey in 1973, which was partially mitigated 

in the short term through domestic resources, it is essential to 

implement long-term energy policies. A critical factor that must 

not be overlooked while formulating these policies is the 

"environment." In our country, which has yet to reach the 

development threshold of 2000 kWh/year per capita, fossil fuel-

based electricity generation facilities have caused, and continue 

to cause, environmental pollution in many regions. Considering 

this context, it is highly beneficial to prioritize the construction 
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of hydraulic energy plants in the coming years, in line with a 

protection-use balance, with the goal of both avoiding future 

energy crises and minimizing damage to the natural 

environment (DPT, 2001). 

Energy production facilities (thermal, hydro, nuclear) 

have varying degrees of impact on the environment. Similarly, 

the measures required to mitigate potential negative effects vary 

based on the technology, size, and cost involved. It would be 

beneficial to reassess energy production facilities from the 

perspective of their environmental impacts. (Şahin, 1989).  

The most significant environmental risk associated with 

nuclear energy is the waste disposal issue, which has only been 

partially addressed and remains costly, even if technically 

resolved. The lifespan of nuclear power plants is also limited to 

just a few decades (Tüylüoğlu & Türkan, 2023). On the other 

hand, hydraulic energy does not increase carbon dioxide levels 

or contribute to acid rain. When making a comparison in this 

context, it can be said that the risks associated with hydraulic 

energy are much lower. Furthermore, considering the 

importance of energy in the national economy and the protection 

of the environment, hydroelectric power plants are among the 

most environmentally friendly energy production facilities 

(Şenpınar & Gençoğlu, 2006). 

The highest efficiency in electricity generation from 

hydroelectric energy depends on the suitability of geographical 

conditions. In Turkey, the variation in rainfall across regions 

and seasons, as well as the differences in riverbed slopes, 

prevent equal utilization of water power across all regions. 

Hydroelectric energy, which has the highest potential among 

renewable energy sources, is directly influenced by factors such 

as terrain and elevation. For example, in the Marmara Region, 

the limited flow rate and gentle slopes of rivers restrict the 

hydroelectric potential, whereas the more favorable terrain in 
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the Eastern Anatolia Region makes it highly suitable for 

hydroelectric power plants (Kenet, 2020). 

The environmental impacts caused by a reservoir-type 

hydroelectric power plant (HPP) can now be more easily 

prevented and mitigated compared to the past. Furthermore, 

other energy sources that serve as alternatives to hydroelectric 

energy are significantly riskier from an environmental 

perspective (for example, atmospheric carbon dioxide 

accumulation and acid rain caused by the burning of fossil 

fuels). However, the major environmental advantage of 

hydraulic energy is that it is a highly efficient, environmentally 

friendly renewable energy source  (Şavkar, 2024). If constructed 

and managed properly, a hydraulic project can produce 

continuous electricity through the hydrological cycle. 

Additionally, renewable hydroelectric energy has very low 

operational costs compared to thermal power plants that rely on 

imported fuel, due to the absence of fuel costs (Bülbül & 

Çokluk, 2017; Oral, Behçet & Aykut, 2017). Moreover, 

hydroelectric power plants are cleaner than some coal-fired 

thermal projects that release tons of sulfur and dust into the 

atmosphere every day. 

In general, hydroelectric energy is considered to be the 

energy technology with the least environmental risk among 

known energy technologies. Although, from a social risk 

perspective, it has been concluded that "hydroelectric energy is 

more dangerous than nuclear energy" due to past hydroelectric 

power plant accidents, it should not be overlooked that the 

effects of hydraulic energy accidents are localized and do not 

pass from generation to generation. Additionally, as a result of 

the impact of hydroelectric power plant reservoirs on the 

hydrological cycle, positive changes in climate and vegetation 

are generally observed. However, even though hydroelectric 

energy is considered a renewable resource, its production 

facilities do have impacts on both the natural and socio-

economic environment, with the scale of these effects varying 
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from project to project (Özdemir, Özaydın & Yılmaz, 2023). 

Surface water resources are not only used for hydroelectric 

energy production, but they also constitute the water potential 

that is essential for a country’s survival, and future generations 

have a right to it. To ensure that the planning, management, and 

use of water resources for various purposes is conducted in a 

healthy and rational manner, it is essential to predict the impacts 

of projects that could disrupt the natural structure in a timely 

manner and to take necessary precautions. In this context, it is 

beneficial to examine the environmental impacts of 

hydroelectric facilities. 

Hydroelectric power plants have microclimatic, 

hydrological, biological, socioeconomic, and cultural impacts. 

Climatic effects stem from the larger surface area of a reservoir-

type HPP compared to the river, which leads to increased 

evaporation. As a result, the humidity in the air rises, 

atmospheric mass movements change, and temperature, 

precipitation, and wind patterns differ. This situation creates 

dynamic and cascading effects on natural environmental 

parameters. The local natural vegetation (forests, meadows, 

endemic species), economic species (agricultural crops), and 

certain species of aquatic-terrestrial animals may change, adapt, 

or new species may emerge (Onüçyıldız, Büyükkaracığan & 

Erkmen, 2013). Additionally, changes in water temperature and 

levels can lead to agricultural and climatic risks (Bars, Akbay 

& Uçum, 2016). 

Hydrological impacts arise from changes in the river's 

flow regime and physicochemical parameters. As water 

transitions from the river to the lake, the natural purification 

capacity decreases due to reduced water velocity, diffusion, and 

oxygen uptake capacity, and the lake enters the eutrophication 

process due to the nitrogen-phosphorus load from the river. 

Changes in lake water quality alter both the aquatic life within 

the lake and the downstream aquatic ecosystems, as well as 

water usage patterns (Çeliker & ark., 2019). 
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Ecological impacts arise from the physical structure of a 

reservoir-type HPP blocking migration routes, submerging 

habitats, and resulting in the decline of certain key species. At 

first glance, the reduction of fish and plant species and the 

emergence of new species may be balanced by the economic 

benefits of energy production. However, in the long term, the 

potential impacts of this situation on natural ecosystems should 

be carefully examined, and measures should be taken to 

minimize these effects (Aydın, 2019). 

Socioeconomic and cultural impacts emerge from the 

construction phase of a reservoir-type HPP and are felt, either 

positively or negatively, throughout the lifespan of the plant. 

During the construction phase, the land that is submerged and 

the scale of the land expropriation process lead to internal and 

external migration, and the value of the land changes. 

Additionally, the demand for labor during the construction 

phase stimulates the local economy, and infrastructure services, 

particularly in integrated projects, have a positive impact on 

social services (Oğuz, 2016; Üçüncü & Demirel, 2020).  

The storage component of a hydropower plant also serves 

as a resource for recreation and aquaculture production. 

However, the inability to preserve the natural and historical 

assets in the region leads to the loss of cultural values. In this 

context, the budget for hydraulic energy production facilities 

should include provisions for the preservation, protection, 

and/or documentation of these cultural assets. The existence of 

projects such as the Aswan and Atatürk dams in the world and 

in our country highlights the scale of the issue and points to the 

need for measures to be taken depending on the nature of the 

project (Kocabaş & ark., 2013; Üçüncü & Demirel, 2020).  

The methods for mitigating the impacts of hydropower 

plants worldwide primarily vary in terms of downstream water 

usage rights, as well as considering the protection of 

downstream water quality and aquatic life, and the preservation 
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of cultural heritage, all of which are incorporated into the 

project design (Kocabaş & ark., 2013). 

The most significant impact of river-type power plants 

during the operation phase is on aquatic life. In these types of 

plants, all necessary technical measures must be taken to protect 

fish species. If these measures are not implemented in a timely 

and proper manner, the survival of fish species may be adversely 

affected (Alkan, Birinci & Bulut, 2022). 

The most significant impact of river-type power plants 

on aquatic life is the reduction of water in certain sections of the 

river, and even the complete drying up of the riverbed, due to 

the diverted stream flows. As a result, there may be ecological 

changes in the species that rely on these sections of the river. In 

this context, habitat loss may occur due to the reduced water 

levels in specific parts of the river, and these sections may 

become inaccessible to fish. To mitigate this, the first measures 

that should be taken include ensuring that natural water is left 

in the riverbed and the construction of fish passages. 

Additionally, fish breeding stations for endangered species 

should be established in suitable locations, and illegal fishing 

activities should be controlled (Yılmaz & ark., 2012). 

Although there are many sources in the global literature 

regarding the environmental measures of hydraulic plants, 

adapting the technologies used to the specific conditions of our 

country on a "one-to-one" basis is not easy. However, based on 

the general principles of these technologies, projects can be 

designed that are suitable for the country's conditions. 

Conclusion  

In conclusion, hydroelectric energy ranks first among 

renewable energy sources and is a high-potential renewable 

energy resource. In this context, assuming that all 

environmental precautions are taken, when compared to coal 

based thermal, nuclear, and hydraulic energy production 
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facilities, it is observed that hydraulic plants remain the cleanest 

technology, followed by nuclear, natural gas, and coal-fired 

thermal power plants, respectively. However, when planning 

resources, the contribution of these facilities to meeting 

demand, their construction periods, and lifespans are significant 

factors. The accepted energy policy for the future, however, 

should focus on preventing natural resource and environmental 

waste, including all factors in planning and project 

development, with the environmental aspect also considered. 

Thus, during the establishment phase of hydroelectric energy 

investments, all necessary precautions should be taken to 

minimize potential environmental damage. 
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