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YAPAY ZEKA ETiGi: ILKELER, RiSKLER VE
YONETISIM YAKLASIMLARI

VESILE GUL BASER!
1. Giris

Yapay zeka (YZ), insan biligsel siireclerini taklit edebilen,
veriden Ogrenerek karar verebilen ve zamanla performansini
tyilestirebilen sistemleri tanimlayan disiplinler aras1 bir arastirma ve
uygulama alanidir. Son yillarda, makine 6grenmesi, derin 6grenme
ve biiylik veri analitigi alanlarinda kaydedilen hizli ilerlemeler,
yapay zeka sistemlerinin sadece teknik araglar olmaktan Oteye
gecerek, sosyal yapilari, kurumsal karar alma mekanizmalarint ve
bireylerin giinliik yasamlarint dogrudan etkileyen aktorler haline
gelmesine yol agmistir (Russell ve Norvig, 2021). Bu doniisiim,
yapay zekanin ne kadar etkili ¢alistigina dair sorularin yani sira,
nasil, kimler i¢in ve hangi degerlere gore ¢alistigina dair sorularin da
ortaya ¢ikmasina neden olmustur.

YZ teknolojilerinin kritik bir¢ok alanda (saglik, egitim,
finans, gilivenlik ve kamu yonetimi, vb) yaygin bi¢imde kullanilmaya
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baslanmasi, etik sorunlarin gorlniirliigiinii belirgin  bigimde
artirmustir. Ozellikle otomatik karar verme sistemlerinin bireylerin
yasamint dogrudan etkileyen sonuglar iiretmesi (ise alim siiregleri,
tibbi tanilar ve risk analizleri) ve algoritmik c¢iktilara artan
bagimlilik, etik degerlendirmeleri kaginilmaz hale getirmistir
(Floridi vd., 2018). Bu c¢alismada yapay zeka etigi, yalnizca
miihendislik veya bilgisayar bilimi perspektifiyle degil; felsefe,
hukuk, sosyoloji ve egitim bilimleri gibi alanlarin katkisinm
gerektiren ¢cok boyutlu bir olgu olarak degerlendirilmektedir.

Yapay zeka sistemlerine yonelik etik tartigmalarin temelinde,
bu sistemlerin karar mekanizmalarindaki seffaflik eksikligi ve
algoritmik siireglerin insan idraki agisindan tasidigi anlagilmazlik
onemli bir rol oynamaktadir. Ozellikle derin &grenme tabanl
modellerin “kara kutu” olarak tanimlanan yapisi, sistemin hangi
girdileri ne sekilde degerlendirdiginin agiklanmasini zorlastirmakta
ve bu durum hesap verebilirlik sorunlarini beraberinde getirmektedir
(Burrell, 2016). Karar siireglerindeki agiklanabilirlik sorunu,
algoritmik hatalarin ve yanliliklarin teshis edilmesini zorlastirirken,
kullanic1 nezdindeki gliven ortamini da tahrip etmektedir.

Bir diger 6nemli unsur ise YZ sistemlerinin biiytik olgiide
tarthsel verilere dayali Ogrenme siirecleri, mevcut toplumsal
esitsizliklerin ve oOnyargilarin algoritmik yapilara tasima riskini
ortaya cikarabilmektedir. Literatiirde, cinsiyet, etnik koken veya
sosyoekonomik durum gibi degiskenler iizerinden ortaya ¢ikan
algoritmik ayrimcilik 6rnekleri, YZ’ nin tarafsiz oldugu yoniindeki
varsayimlari temelden sorgulatmistir (O’Neil, 2016; Noble, 2018).
Bu durum, etik tartigmalar1 yalmizca teknik dogruluk veya
performans Olgiitleriyle sinirlt olmaktan ¢ikararak adalet, esitlik ve
insan haklar1 eksenine tasimistir.

Yapay zekanin etigine yonelik akademik ilginin artisi,

uluslararas1 kuruluslarin ve politika yapicilarin da bu alana
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yonelmesine zemin hazirlamistir. OECD, UNESCO ve Avrupa
Birligi gibi kurumlar tarafindan yayimlanan etik ilke belgeleri,
yapay zekanin insan merkezli, giivenilir ve sorumlu bir bigimde
gelistirilmesi gerektigini vurgulamaktadir (OECD, 2019; UNESCO,
2021). Bu belgelerle birlikte yapay zeka etigi, soyut bir sdylem
olmaktan ¢ikmig; yerini kurumsal bir yonetisim mimarisine ve
denetlenebilir bir diizenleme zeminine birakmaistir.

2. Etik Kavram ve Teknoloji Etigi

Etik; insan eylemlerini dogru-yanlis, iyi-koti ve adil-
adaletsiz gibi normatif kategoriler 1s1¢inda inceleyen koklii bir
felsefi disiplindir. Giincel etik tartigsmalar, bireysel ahlaki yargilarin
siirlarint asarak; toplumsal degerler, kurumsal sorumluluklar ve
kamusal yarar gibi makro diizeydeki dinamikleri odagina alir. Bu
yoniiyle etik; yalmizca 6znel eylemlerin degil, ayni zamanda
sistemlerin, kurumlarin ve kompleks teknolojik yapilarin
mesruiyetini sorgulamaya olanak taniyan analitik bir zemin inga
etmektedir (Beauchamp ve Childress, 2019).

Teknolojik gelismelerin hiz kazanmasiyla birlikte etik
tartismalar da yeni boyutlar kazanmistir. Ozellikle dijital
teknolojiler, insan eylemlerinin smirlarin1  genisletirken, bu
eylemlerin sonuglarint 6ngdrmeyi zorlastirmis ve klasik etik
yaklasgimlarin yeniden yorumlanmasmi gerekli kilmistir. Bu
baglamda ortaya ¢ikan teknoloji etigi, teknolojik yapilarin tasarima,
gelistirilmesi  ve kullaniminin  ahlaki sonuglarini inceleyen
uygulamal1 etik alani olarak tanimlanmaktadir (Mitcham, 2014).
Teknoloji etigi, teknolojinin degerlerden bagimsiz olmadigi
varsayimini temel almakta ve teknik kararlarin ayn1 zamanda etik
tercihler icerdigini savunmaktadir.

Teknoloji etigi literatiiriinde sik¢a vurgulanan temel
yaklasimlardan biri, teknolojik determinizm elestirisidir. Teknolojik
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determinizm, teknolojinin toplumsal yapilar1 kag¢inilmaz bigimde
sekillendirdigini 6ne silirerken, etik perspektif bu yaklasimi
sorgulayarak insan iradesi, tasarim tercihleri ve ydOnetisim
mekanizmalarinin belirleyici roliine dikkat ¢ceker (Verbeek, 2011).
Bu cergevede teknoloji, insan degerlerinden bagimsiz, ndtr bir arag
olarak degil; belirli normlari, dncelikleri ve giic iligkilerini yansitan
sosyo-teknik bir yapi1 olarak ele alinmaktadir.

Yapay zeka teknolojileri, teknoloji etigi tartismalarini daha
da karmasik hale getiren 6zgiin 6zellikler tasimaktadir. Ogrenen
sistemlerin Ozerk kararlar iretebilmesi, insan miidahalesinin
azalmasi ve sonuglarin genis kitleleri etkileyebilmesi, etik
degerlendirmelerin yalnizca kullanim agamasinda degil, tasarim ve
geligtirme siireglerinde de yapilmasini zorunlu kilmaktadir. Bu
durum, etik sorumlulugun yalnizca son kullaniciya degil; veri
saglayicilar, yazilim gelistiriciler, kurumlar ve politika yapicilar
arasinda paylasildigim1 gostermektedir (Floridi, 2019). Bu ¢ok
aktorlii yapi, yapay zeka etigini klasik teknoloji etiginden ayiran
temel 6zelliklerden biridir.

Etik kuramlar agisindan bakildiginda, YZ ve teknoloji etigi
tartismalar1  genellikle 1i¢ ana yaklasim cercevesinde ele
alimmaktadir: deontolojik etik, sonugsalci (faydaci) etik ve erdem
etigi. Deontolojik yaklasim, teknolojik uygulamalarin evrensel
ilkelere ve haklara uygunlugunu vurgularken; sonugsalci yaklagim,
ortaya ¢ikan fayda ve zararlarin dengelenmesine odaklanmaktadir.
Erdem etigi ise teknolojiyi tasarlayan ve kullanan aktorlerin
niyetleri, sorumluluk bilinci ve mesleki erdemleri {izerinde
durmaktadir (Johnson, 2015). YZ etigi literatiiriinde bu
yaklagimlarin ¢ogu zaman birlikte ele alindig1 ve tek basina yeterli
olmadig1 ve biitlinciil bir etik degerlendirme gerektirdigi yoniinde
giiclii bir uzlasi bulunmaktadir.



Bahsedilen etik yaklagimlarin her biri, yapay zeka
sistemlerinin ortaya ¢ikardigi karmasik ve ¢ok boyutlu sorunlar tek
basina ele almakta yetersiz kalabilmektedir. Bu nedenle YZ etigi
literatiirlinde, farkli etik kuramlarin tamamlayici  bigimde
degerlendirilmesini miimkiin kilan karsilagtirmali ve biitiinciil
cergeveler Oon plana c¢ikmaktadir. Bu baglamda, baslica etik
kuramlarin yapay zekd uygulamalarina yaklagimlart Tablo 1’de
karsilastirmali olarak 6zetlenmistir.

Tablo 1. Etik kuramlar ve yapay zekdya iliskin temel yaklasimlar

Etik Kuram Temel Ilke YZ Baglamindaki Odak
Noktasi

Deontoloji Odev, haklar Gizlilik, insan onuru

Faydacilik Sonuglarin faydasi Performans, toplam yarar

Erdem Etigi Karakter, niyet Sorumlu tasarim

Bakim Etigi fliskiler, baglam Savunmasiz gruplar

Adalet Yaklagimlar1 | Esitlik, hakkaniyet Ayrimcilik, 6nyargi

Teknoloji etigi kapsaminda one ¢ikan bir diger Onemli
kavram, etik tasarim anlayisidir. Bu yaklasim, etik ilkelerin sonradan
eklenen kisitlar olarak degil, teknolojik sistemlerin en basindan
itibaren tasarim slirecine entegre edilmesi gerektigini savunur.
Ozellikle YZ sistemlerinde etik tasarim, veri secimi, model
gelistirme, test siliregleri ve dagitim asamalarinin her birinde
normatif ve baglama duyarli degerlendirmelerin yapilmasini
gerektirmektedir (van den Hoven vd., 2015). Boylece etik, teknik
inovasyonu sinirlayan bir unsur olmaktan ziyade, siirdiiriilebilir ve
toplumsal olarak kabul edilebilir yeniliklerin 6niinii agan bir rehber
islevi gormektedir.

3. Yapay Zeka Sistemlerinin Temel Ozellikleri ve Etik Riskler

Yapay zeka sistemleri, geleneksel yazilimlarin aksine
onceden tanimlanmis sabit kurallar yerine, devasa veri setlerinden
ortintiiler tiireterek karar tretir. Bu 6grenme merkezli mimari,

sisteme yiiksek performans ve esneklik kazandirsa da beraberinde
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Ozgiin etik risk alanlar1 getirmektedir. Bilhassa 6zerklik diizeyi,
Olceklenebilirlik, karar siireglerindeki opaklik ve veri bagimlilig
gibi karakteristikler; yapay zeka sistemlerinin etik degerlendirme
diizleminde klasik yazilimlardan niteliksel olarak ayrismasina neden
olmaktadir (Floridi vd., 2018).

YZ sistemlerinin en belirgin 6zelliklerinden biri, otomatik
karar verme kapasitesidir. Bu sistemler, insan miidahalesi olmaksizin
ya da smirlt denetim altinda, bireylerin yagamini etkileyen sonuglar
iretebilmektedir. Otomatik kararlar hiz ve verimlilik avantaj1 saglasa
da, hatali veya adaletsiz kararlarin ¢ok kisa siirede genis kitlelere
yayilabilmesi ciddi etik riskler dogurmaktadir. Ozellikle insan
yargisinin ~ tamamen devre dist  birakildigi  senaryolarda,
sorumlulugun kime ait oldugu belirsizlesmektedir (Citron ve
Pasquale, 2014).

Otomatik karar verme ile dogrudan iligkili bir diger temel
ozellik, YZ sistemlerinin veri bagimli yapisidir. YZ modelleri,
egitildikleri verilerin niteligini  ve smurhliklarimi  dogrudan
yansitmaktadir. Tarihsel verilerde yer alan toplumsal Onyargilar,
esitsizlikler ve temsil sorunlari, YZ sistemleri araciligiyla yeniden
iretilebilmekte ve pekistirilebilmektedir. Literatiirde bu durum,
“algoritmik 6nyarg1” olarak tanimlanmakta ve YZ’nin nesnel oldugu
yoniindeki yaygin algiy1 sorgulamaktadir (Barocas ve Selbst, 2016).

YZ sistemlerinin etik a¢idan sorunlu hale gelmesine yol agan
bir diger 6nemli unsur, karar siireglerinin agiklanabilirliginin sinirlt
olmasidir. Ozellikle derin dgrenme modelleri, yiiksek dogruluk
oranlarina ragmen, hangi girdilerin hangi gerekcelerle belirli
ciktilara yol actigin1 agik bigimde ortaya koymakta zorlanmaktadir.
Bu durum, hem kullanicilar hem de diizenleyici kurumlar a¢isindan
temel bir etik ve yoOnetisim sorunu  olusturmaktadir.
Aciklanabilirligin = sinirli  olmasi, hatalarin  tespit edilmesini



zorlastirmakta ve hesap verebilirlik ilkesini zayiflatmaktadir (Doshi-
Velez ve Kim, 2017).

YZ sistemlerinin Olgeklenebilirligi, etik risklerin etkisini
artiran bir bagka kritik faktordiir. Bir YZ modeli, ¢ok kisa siirede
milyonlarca kullaniciya uygulanabilmekte ve tekil bir tasarim hatasi
veya etik ihlal, genis ¢apli toplumsal sonuglar dogurabilmektedir. Bu
durum, bireysel etik hatalarin hizla sistemik sorunlara doniismesine
yol agmaktadir. Ozellikle platform temelli YZ uygulamalarinda, etik
sorunlarin fark edilmesi ve diizeltilmesi zaman alabilmekte, bu siire
zarfinda Onemli magduriyetler ortaya cikabilmektedir (Zuboff,
2019).

Olgeklenebilirlik ile birlikte ozerklik diizeyi artan YZ
sistemleri, insan—makine iligkisini de yeniden tanimlamaktadir.
Karar verme yetkisinin kismen ya da tamamen makinelere
devredilmesi, insan kontroliiniin siirlarint belirsizlestirmekte ve
etik sorumlulugun dagilimini karmasik hale getirmektedir. Bu
baglamda literatiirde siklikla vurgulanan “insan denetimi” (human-
in-the-loop) yaklagimi, YZ sistemlerinin tamamen bagimsiz aktorler
héline gelmesini 6nlemeye yonelik bir etik bir glivence mekanizmasi
olarak degerlendirilmektedir (Amershi vd., 2019).

YZ sistemlerinin giivenlik agiklart ve kotiiye kullanim
potansiyeli de etik riskler arasinda 6nemli bir yer tutmaktadir. Yanhisg
yoOnlendirilmis veya kasitli olarak manipiile edilmis YZ sistemleri,
yanlig bilgi iiretimi, gézetim, mahremiyet ihlalleri ve toplumsal
giivenin zedelenmesi gibi sonuglar dogurabilmektedir. Ozellikle
tiretici YZ sistemlerinin yayginlagmasi, etik risklerin yalnizca hatali
kararlarla smirli olmadigini, aynm1 zamanda bilgi ekosistemini
doniistiiren yapisal sorunlara isaret ettigini gostermektedir (Bender
vd., 2021). Yapay zeka sistemlerinin temel teknik ozellikleri ile bu
ozelliklerden kaynaklanan etik riskler arasindaki iligki, Tablo 2’te

Ozetlenmistir.
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Tablo 2. Yapay zeka sistemlerinin temel teknik ozellikleri ve iligkili

etik riskler
YZ’nin Temel Aciklama One Cikan Etik
Ozelligi Riskler
Veri odakli 6grenme | Bilyiik veri kiimelerinden Onyarg, ayrimcilik,
Oriintii ¢ikarma temsil sorunu
Otomatik karar Sinirlt ya da hig insan Sorumluluk
verme miidahalesi olmadan karar belirsizligi,
iiretme adaletsizlik
Kara kutu yapist Karar siireclerinin opak Seffaflik eksikligi,
olmasi hesap verebilirlik
Olgeklenebilirlik Kararlarin kisa siirede genis | Sistemik zarar,
kitleleri etkilemesi toplumsal etki
Artan 6zerklik Insan denetiminin azalmas1 | Kontrol kaybu, etik
sorumluluk karmasasi
Koétiiye kullanim Manipiilasyon ve yanlis Giiven erozyonu, bilgi
potansiyeli yonlendirme riski ekosistemi bozulmast

Not. Tablo, yapay zekd sistemlerinin temel teknik ozellikleri ile bu ézelliklerden
kaynaklanan etik riskler arasindaki iliskiyi kavramsal diizeyde oOzetlemektedir
(bkz. Floridi vd.., 2018, Barocas & Selbst, 2016; Doshi-Velez & Kim, 2017,
Amershivd.., 2019; Bender vd.., 2021).

Yapay zeka sistemlerinin teknik istiinliikleri, beraberinde
onemli etik riskler getirmektedir. Bu riskler, yapay zekanin tamamen
reddedilmesini degil; tasarim, gelistirme ve kullanim siireglerinde
etik kaygilarin sistematik ve tutarli bicimde ele alinmasini zorunlu
kilmaktadir. Yapay zeka sistemlerinin temel teknik ozellikleri ile
ortaya cikan etik sorunlar arasindaki iliskinin anlasilmasi, bu
teknolojilerin ~ hangi  normatif  cergeveler  dogrultusunda
yonlendirilmesi gerektigine dair temel bir zemin sunmaktadir. Bu
zemin, etik degerlendirmelerin soyut tartigmalarin 6tesine gegerek,
yapay zeka uygulamalarin1 yonlendiren ilke ve degerler etrafinda
yapilandirilmasini gerekli kilmaktadir.
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4. Yapay Zekada Temel Etik ilkeler

Etik ilkeler, YZ uygulamalarin1 siirlayan digsal kurallar
olarak degil; tasarim, gelistirme ve dagitim siireglerine yon veren
normatif ¢erceveler olarak degerlendirilmektedir. Literatiirde, farkl
kurum ve arastirmacilar tarafindan onerilen etik ilke setleri arasinda
terminolojik farkliliklar bulunsa da, biiylik Ol¢lide Ortiisen temel
ilkelerin 6ne ¢iktig1 goriilmektedir (Floridi vd., 2018; OECD, 2019).
Bu ilkeler, YZ sistemlerinin yalnizca teknik olarak degil, normatif
olarak da degerlendirilmesini miimkiin kilan referans cerceveler
sunmaktadir.

4.1. Adalet ve Ayrimciliktan Kacinma

Adalet ilkesi, YZ sistemlerinin bireyler ve gruplar arasinda
haksiz, sistematik veya ayrimci sonuclar iiretmemesini ifade
etmektedir. YZ uygulamalarinda adalet, yalnizca ¢iktilardaki esitligi
degil; veri toplama, modelleme ve karar verme siireclerinin
tamamini kapsayan ¢ok katmanli ve siire¢ temelli bir kavramdir.
Ozellikle egitim, istihdam, kredi degerlendirme ve ceza adaleti gibi
alanlarda kullanilan YZ sistemlerinin, tarihsel esitsizlikleri yeniden
iretme potansiyeli literatiirde kapsamli bi¢imde tartisiimaktadir
(Barocas, Hardt, ve Narayanan, 2019).

Algoritmik ayrimcilik, ¢ogu zaman bilingli bir niyetten
ziyade, eksik veya dengesiz verilerden kaynaklanmaktadir. Bu
durum, Yapay zekanin tarafsiz oldugu yoniindeki yaygin varsayimi
gecersiz kilmakta ve etik degerlendirmenin teknik performans
Ol¢iitlerinin Gtesine ge¢mesini zorunlu kilmaktadir (Noble, 2018).
Bu tiir veri temelli Onyargilarin pratikte nasil somutlastigi,
Amazon’un igse alim algoritmast vakasinda acgik bicimde
gorilmektedir.
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Amazon'un Ise Alim Aracinda Cinsiyet Yanliligi 2014 yilinda Amazon,
ozgegmisleri (CV) tarayarak en iyi adaylar1 puanlayan bir yapay zeka araci
gelistirmeye basladi. Amag ise alim siire¢lerini otomatize etmekti. Ancak 2015
yilinda sistemin kadin adaylara karsi 6nyargili oldugu fark edildi.

Sorun: Model, sirkete son 10 yilda yapilan basvurularla egitilmisti. Teknoloji
sektoriindeki erkek egemenligi nedeniyle, veri setinin ¢ogu erkek adaylardan
olusuyordu.

Sonug: Yapay zeka, "erkek olmay1" bir basari kriteri olarak 6grendi. I¢inde
"kadm" gegen ifadeleri (6rn. "Kadin Satrang¢ Kuliibii Kaptani") iceren CV'lerin
puanini diisiirdii. Amazon, sistemi "tarafsizlastiramadig1" i¢in projeyi 2018'de
iptal etti. Bu vaka, tarihsel verilerdeki Onyargilarin algoritmalar tarafindan
nasil "6grenildigini" ve yeniden iiretildigini gosteren klasik bir drnektir.

4.2. Seffaflik ve Aciklanabilirlik

Seffaflik ilkesi, YZ sistemlerinin nasil ¢alistiginin, hangi
verileri kullandiginin ve hangi Olciitlere gore karar verdiginin
anlagilabilir olmasini ifade etmektedir. Agiklanabilirlik ise bu
bilgilerin  farkli paydaglar tarafindan yorumlanabilir ve
denetlenebilir hale getirilmesini amaglamaktadir. Ozellikle derin
ogrenme temelli modellerde karar siireglerinin opakligi, kullanict
giivenini ve kurumsal hesap verebilirligi zayiflatan temel
faktorlerden biri olarak 6ne ¢ikmaktadir (Burrell, 2016).

Agiklanabilir YZ yaklagimlari, yalnizca teknik bir gereklilik
degil; ayni zamanda etik ve hukuki bir zorunluluk olarak
degerlendirilmektedir. Kararlarin gerekgelendirilememesi, hatali
sonuclarin diizeltilmesini zorlagtirmakta ve bireylerin itiraz hakkini
fillen  smirlamaktadir  (Doshi-Velez ve  Kim, 2017).
Aciklanabilirligin etik ve hukuki bir gereklilik olarak éne ¢ikmasi,
uygulamada belirli teknik gerilimleri de beraberinde getirmektedir.
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Dogruluk ve Aciklanabilirlik Arasindaki Teknik Odiinlesim (Trade-off)
Yapay zeka sistemlerinin gelistirilme siireclerinde siklikla karsilasilan temel
teknik gerilimlerden biri, modelin tahmin basarimi (accuracy) ile karar
siireglerinin insan tarafindan anlasilabilirligi (explainability) arasindaki ters
yonlii iligkidir. Literatiirde dogruluk—agiklanabilirlik 6diinlesimi (accuracy—
interpretability trade-off) olarak tanimlanan bu durum, 6zellikle derin 6grenme
tabanli modellerde belirgin hale gelmektedir. Cok katmanli yapay sinir aglari,
biiyiilk ve karmasik veri kiimelerinde yiiksek dogruluk diizeylerine
ulasabilmekte; ancak model karmagsikligi arttikga, sistemin i¢ isleyisi
kullanicilar ve denetleyici aktorler acisindan giderek daha opak bir hal
almaktadir.

Bu opaklik, YZ sistemlerinin iirettigi kararlarin gerekcelendirilebilmesini
zorlastirmakta ve 6zellikle yiiksek etkili alanlarda etik ve hukuki sorunlara yol
acabilmektedir. Buna karsilik karar agaglar veya dogrusal modeller gibi daha
basit ve agiklanabilir yaklagimlar, gorece daha diisiik performans sunsalar da,
hatalarin izlenebilmesi ve sorumlulugun belirlenebilmesi agisindan 6nemli
avantajlar saglamaktadir. Bu durum, gelistiricileri ve politika yapicilari,
dogruluk ile agiklanabilirlik arasinda baglama duyarl etik tercihler yapmaya
zorlamakta; tekil bir teknik optimumdan ziyade, kullanim alanina gore
&erekgelendirilebilir denge noktalarinin belirlenmesini gerekli kilmaktadir.

4.3. Hesap Verebilirlik ve Sorumluluk

Hesap verebilirlik ilkesi, YZ sistemlerinin tiirettigi karar ve
sonuglardan kimin sorumlu oldugunun agik bigimde belirlenmesini
gerektirmektedir. YZ sistemlerinin ¢ok aktorlii bir ekosistem i¢inde
gelistirilmesi, sorumlulugun dagilimini karmasik hale getirmektedir.
Veri saglayicilar, gelistiriciler, kurumlar ve kullanicilar arasindaki bu
dagilim, etik, hukuki ve kurumsal belirsizliklere yol agabilmektedir.
(Citron ve Pasquale, 2014).

Literatiirde, insan denetiminin tamamen ortadan kaldirildig:
sistemlerin etik acidan sorunlu oldugu ydniinde gii¢lii bir uzlasi
bulunmaktadir. Bu baglamda “insan denetimli YZ” yaklasimlari,
hesap verebilirligi giiclendiren 6nemli bir etik mekanizma olarak
degerlendirilmektedir (Amershi vd., 2019).
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4.4. Gizlilik ve Veri Koruma

Gizlilik ilkesi, YZ sistemlerinin bireylere ait kisisel verileri
korumasini ve bu verilerin yalnizca mesru, sinirli ve agik amaglarla
kullanilmasin1  ifade etmektedir. Biliylk veri temelli YZ
uygulamalari, bireylerin davraniglarinin siirekli izlenmesine ve
profillenmesine olanak tanimakta; bu durum mahremiyetin yapisal
bicimde asinmasina yol acabilmektedir (Zuboft, 2019).

Veri minimizasyonu, anonimlestirme ve acik riza gibi ilkeler,
YZ etiginde gizliligi korumaya yonelik temel araglar olarak one
¢ikmaktadir. Ozellikle Avrupa Birligi Genel Veri Koruma Tiiziigii
(GDPR), YZ sistemlerinin etik, hukuki ve kurumsal siirlarini

belirlemede 6nemli bir referans noktasit sunmaktadir (Voigt ve von
dem Bussche, 2017).

4.6. Giivenlik, Dayamikhhk ve Zararsizhk

Giivenlik ilkesi, YZ sistemlerinin teknik hatalara, saldirilara
ve kotliye kullanima karst dayanikli olmasini gerektirmektedir.
Hatali calisan veya manipiile edilen YZ sistemleri, yalnizca bireysel
zararlar degil, genis capli toplumsal riskler de dogurabilmektedir.
Ozellikle otonom sistemlerde giivenlik ve etik arasindaki iliski daha
da kritik hale gelmektedir (Amodei vd.., 2016).

Zararsizlik ilkesi, YZ’nin insanlara, topluma ve ¢evreye zarar
vermemesini temel bir etik oncelik olarak ele almaktadir. Bu ilke,
teknik gilivenlik 6nlemlerinin 6tesinde, olas1 dolayli, kiimiilatif ve
uzun vadeli etkilerin de dikkate alinmasini gerektirmektedir.

4.6. Insan Merkezlilik ve Ozerklik

Insan merkezlilik ilkesi, YZ sistemlerinin insan karar verme
stireclerini tamamen ikame etmesini degil, desteklemesini esas
almaktadir. Bu yaklasim, bireylerin 6zerkligini korumay1 ve YZ ile
etkilesimde bilingli tercih yapabilmesini amaglamaktadir. Insan

-15--



merkezli YZ anlayisi, etik ilkelere dayali siirdiiriilebilir teknolojik
gelisimin temel dayanaklarindan biri olarak kabul edilmektedir (EU
High-Level Expert Group on Al, 2019).

4.7. Etik Ikilemler ve Dengeleme: flkelerin Catismasi

Yapay zeka etiginde belirlenen adalet, seffaflik, gizlilik ve
giivenlik gibi temel ilkeler, teorik diizeyde birbirini tamamlayan
idealler olarak goriinse de, pratik uygulamalarda bu degerler
arasinda kac¢inilmaz gerilimler ve takaslar (trade-offs) ortaya
cikabilmektedir. Etik tasarim siireci, ¢ogu zaman bu rakip degerler
arasinda hassas bir denge kurma miicadelesine doniismektedir. Bu
baglamda literatiirde 6ne ¢ikan en belirgin ikilemlerden biri, gizlilik
ile kisisellestirme arasindaki ters orantili iligkidir. YZ sistemlerinin
kullanicilara daha isabetli ve kisisellestirilmis hizmetler
sunabilmesi, daha yogun ve ayrmtili veri toplanmasini
gerektirmekte; bu durum ise veri minimizasyonu ve mahremiyet
ilkeleriyle catisabilmektedir.

Benzer bir gerilim, giivenlik ile ozgiirliik ekseninde de
gorilmektedir. Kamu giivenligini artirma iddiasiyla kullanilan
gbozetim ve risk analizi algoritmalari, kolektif giivenlige katki
saglasa da, bireysel 6zgilirliikleri kisitlama ve gdzetim toplumunu
normallestirme riski tasimaktadir. Teknik agidan ise performans
(dogruluk) ile aciklanabilirlik arasinda bir takas s6z konusudur.
Karmagik derin 6grenme modelleri genellikle daha ytiksek dogruluk
oranlarina ulasirken, karar siireclerinin seffafligi azalmakta ve "kara
kutu" sorunu derinlesmektedir.

5. Yapay Zeka Etiginde Uluslararasi Ilke ve Diizenleyici
Cerceveler

Yapay zeka teknolojilerinin sinir agan etkileri, etik sorunlarin
yalnizca ulusal diizeyde ele alinmasii yetersiz kilmakta; kiiresel

Olgekte ortak ilke ve diizenleyici cercevelere duyulan ihtiyact
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artirmaktadir. ' YZ sistemlerinin ¢ok uluslu sirketler tarafindan
gelistirilmesi, farklt hukuk sistemlerinde es zamanli olarak
kullanilmas1 ve toplumsal etkilerinin genis kitleleri kapsamasi, etik
yonetisimin uluslararasi bir mesele haline gelmesine yol agmistir. Bu
baglamda son yillarda birgok uluslararasi kurulus, YZ’nin etik,
giivenilir ve insan merkezli bigimde gelistirilmesine yonelik ilke
setleri ve politika belgeleri yayimlamistir (Jobin, Ienca, ve Vayena,
2019).

Uluslararas1 ' YZ etik belgeleri, baglayicilik diizeyleri
acisindan farklilik gostermekle birlikte, biiytik dl¢iide ortak normatif
degerler etrafinda sekillenmektedir. Bu belgelerde 6ne ¢ikan temel
amag, YZ inovasyonunu engellemeden, toplumsal zararlari
sinirlandiran ve insan haklarini koruyan bir yoOnetisim modeli
olusturmaktir. Boylece etik ilkeler, soyut normlar olmaktan ¢ikarak
politika iiretimi ve diizenleyici cergeveler i¢in referans noktalari
haline gelmektedir.

5.1. OECD Yapay Zeka Ilkeleri

Ekonomik Isbirligi ve Kalkinma Orgiitii (OECD) tarafindan
2019 yilinda yaymmlanan Yapay Zeka llkeleri, YZ etigi alaninda
kabul goéren ilk  kapsamli  uluslararasi1  belge olarak
degerlendirilmektedir. Bu ilkeler, daha sonra G20 iilkeleri tarafindan
da benimsenerek kiiresel etki alanini genisletmistir (OECD, 2019).
OECD ilkeleri, YZ sistemlerinin insan merkezli, adil, seffaf, giivenli
ve hesap verebilir olmas1 gerektigini vurgulamaktadir.

OECD c¢ergevesinin ayirt edici yonlerinden biri, etik ilkeleri
yalnizca normatif hedefler olarak degil, politika yapicilar ve
gelistiriciler i¢in uygulanabilir rehberler olarak sunmasidir. Belgede,
YZ’nin ekonomik biiylimeyi ve toplumsal refah1 desteklemesi
gerektigi belirtilirken, bu hedeflerin insan haklar1 ve demokratik
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degerlerle uyumlu bi¢imde gerceklestirilmesi gerektigi 6zellikle
vurgulanmaktadir.

5.2. UNESCO Yapay Zeka Etigi Tavsiyeleri

Birlesmis Milletler Egitim, Bilim ve Kiiltiir Orgiitii
(UNESCO) tarafindan 2021 yilinda kabul edilen Yapay Zeka Etigi
Tavsiyeleri, etik tartismalar kiiresel esitsizlikler ve siirdiiriilebilir
kalkinma perspektifiyle ele almasi1 bakimindan 6zgiin bir konuma
sahiptir (UNESCO, 2021). UNESCO belgesi, YZ etigini yalnizca
teknoloji odakli bir mesele olarak degil, insan onuru, kiiltiirel
cesitlilik ve toplumsal adaletle dogrudan iliskili bir alan olarak
tanimlamaktadir.

Bu cercevede belgede; insan  haklari, ¢evresel
stirdiiriilebilirlik, toplumsal kapsayicilik ve baris gibi degerler YZ
etiginin ayrilmaz unsurlart olarak ele alinmaktadir. UNESCO
yaklagimi, 6zellikle gelismekte olan iilkelerin YZ politikalarina etik
bir perspektif kazandirmay1 hedeflemekte ve YZ’nin kiiresel 6l¢ekte
yeni esitsizlikler lretmesini  Onlemeye yoOnelik Onlemler
onermektedir.

5.3. Avrupa Birligi Yapay Zeka Diizenlemeleri

Avrupa Birligi, YZ etigini somut diizenleyici araglarla ele
alan en kapsamli bolgesel aktorlerden biridir. Avrupa Komisyonu
tarafindan yayimlanan Giivenilir Yapay Zeka Etik Rehberi ve bunu
takip eden Yapay Zeka Tiiziigii (Al Act) taslagi, etik ilkelerin hukuki
yukiimliiliiklere doniistiiriilmesi agisindan o6nemli bir 0Ornek
sunmaktadir (European Commission, 2019; European Parliament,
2024).

AB yaklasgiminin temelini, risk temelli diizenleme modeli
olusturmaktadir. Bu modelde YZ uygulamalari; kabul edilemez risk,
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yiiksek risk, sinirli risk ve minimal risk kategorilerine ayrilmakta;
ozellikle yiiksek riskli uygulamalar icin siki1 etik ve hukuki
yikiimliilikler Ongoriilmektedir. Bu yaklasim, etik ilkelerin
baglayiciligini artirarak YZ gelistiricileri ve kullanicilar i¢in daha
net sorumluluk alanlar1 tanimlamaktadir.

5.4. Uluslararasi Belgeler Arasinda Ortak Ilkeler ve
Farkhlasmalar

OECD, UNESCO ve Avrupa Birligi belgeleri incelendiginde,
terminoloji ve vurgu farkliliklarina ragmen belirli ortak ilkelerin 6ne
ciktig1 goriilmektedir. Adalet, seffaflik, hesap verebilirlik, gizlilik ve
insan merkezlilik, hemen tiim belgelerde tekrar eden temel etik
degerlerdir (Jobin vd., 2019). Bununla birlikte, belgelerin
baglayicilik diizeyi, hedef kitlesi ve uygulama mekanizmalari
arasinda 6nemli farkliliklar bulunmaktadir.

OECD ve UNESCO belgeleri daha cok rehber niteligi
tasirken, Avrupa Birligi diizenlemeleri etik ilkeleri hukuki
yaptirimlarla destekleyen bir model sunmaktadir. Bu durum, YZ
etiginin kiiresel 6lgekte tek tip bir diizenleme yerine, ¢ok katmanlh
ve baglama duyarli bir yonetisim anlayisiyla ele alindigim
gostermektedir.

Uluslararasi ilke ve diizenleyici ¢ergeveler, YZ etiginin teorik
tartigmalarin  Otesine gecerek politika ve uygulama alanina
tasindigin1  gostermektedir (Tablo 3). Bu belgeler, YZ
teknolojilerinin insan degerleriyle uyumlu bigcimde gelistirilmesi
icin kiiresel bir etik zemin olusturmakta ve ulusal politikalar i¢in
referans niteligi tasimaktadir.
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Tablo 3. OECD, UNESCO ve AB yaklasimlarinin yapay zekd etigi
ve yonetisimi acgisindan karsilastiriimasi

Boyut OECD UNESCO AB Yaklagimi (Al
Yaklagimi Yaklagimi Act)

Yaklagim tiirii flke temelli Deger ve insan Risk temelli
politika haklar1 temelli etik | baglayici
cercevesi cerceve diizenleme

Temel amag Giivenilir Insan onuru, insan | Temel haklarla
yapay zekay1 haklar1 ve uyumlu ve giivenli
tesvik ederken | toplumsal yarar1 yapay zeka
inovasyonu korumak kullanimini
desteklemek saglamak

Normatif Demokratik Insan haklar, Risk

dayanak degerler, insan | siirdiiriilebilirlik, siniflandirmasi ve
haklari, kapsayicilik hukuki
seffaflik, hesap yiikiimliliikler
verebilirlik

Uygulama Esnek ilke Degerlerin yapay Risk diizeyine

mantigi rehberligi ve zeka yagam gore kademeli
politika uyumu | dongiisiine yiikiimliliikler

entegrasyonu

Seffaflik ve Ilke diizeyinde | insan haklarinin Risk diizeyine

aciklanabilirlik | tesvik edilir korunmasi igin bagli zorunlu

temel gereklilik yiikiimliilik

Hesap Kurumsal Insan denetimi ve Hukuki

verebilirlik sorumluluk ve etik sorumluluk sorumluluk ve
iyl yonetigim yaptirim
vurgusu mekanizmalari

Baglayicilik Goniilli / Goniilli / kiiresel Yasal olarak

diizeyi baglayict etik rehber baglayict
olmayan

Etik—yonetisim | Etik ilkeler Deger temelli etik | Etik risklerin

iligkisi iizerinden yonetigim hukuki diizenleme
yonetisim ile yonetimi

Not. Tablo, yapay zekd yonetigimine iliskin ilke temelli, deger temelli ve risk

temelli yaklasimlarin temel ozelliklerini karsilastirmali olarak 6zetlemektedir.

Tablo 3’te

gorildigl  iizere,

OECD

ve UNESCO

yaklagimlar1 deger ve ilke temelli yonetisim gerceveleri sunarken,
AB Yapay Zeka Tuziigii bu cerceveleri risk temelli ve baglayici bir
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diizenleme modeliyle tamamlamaktadir. Bu farkliliklar, yapay zeka
etiginin yalnizca normatif ilkelerle degil, ayn1 zamanda kurumsal ve
hukuki mekanizmalarla da desteklenmesi gerektigini ortaya
koymaktadir.

6. Yapay Zeka Etiginde Giincel Tartismalar

Uretici yapay zeka sistemlerinin yayginlasmasi, YZ’nin
yalnizca karar destek araci degil; igerik iireten, onerilerde bulunan
ve insan benzeri etkilesimler kurabilen bir yap1 haline gelmesini
saglamistir. Bu doniisim, mevcut etik ilkelerin yeterliligini
sorgulatan ve yeni normatif sorular1 giindeme getiren giincel tartisma
alanlarini ortaya ¢ikarmistir.

6.1. Uretici YZ ve I¢erik Uretiminin Etik Sonuclar:

Uretici yapay zeka (generative Al) sistemleri, metin, gorsel,
ses ve video gibi igerikleri insan girdisine dayali olarak otomatik
bicimde tretebilmektedir. Bu sistemler, yaratici siireglere erigimi
genisletme ve tretkenligi artirma potansiyeline sahip olmakla
birlikte, 6zglinliik, dogruluk ve sorumluluk gibi etik sorunlar1 da
beraberinde getirmektedir (Floridi ve Chiriatti, 2020).

Uretici YZ tarafindan olusturulan igeriklerin dogrulugunun
denetlenmesi giiclesmekte, yanlis veya yamltici bilgilerin hizli
bicimde yayilmasi riski artmaktadir. Bu durum, 6zellikle egitim,
bilimsel iletisim ve kamusal tartismalar acisindan bilgi
giivenilirligini tehdit eden etik ve epistemik bir sorun olarak
degerlendirilmektedir (Bender vd.., 2021).

6.2. Telif Hakki, Veri Sahipligi ve Emek Sorunu

YZ sistemlerinin biiylik olgekli veri kiimeleri {izerinde
egitilmesi, telif hakki ve veri sahipligi tartismalarini giincel etik
tartismalarin  odagina  yerlestirmistir.  Ozellikle iiretici YZ
modellerinin, telifli eserlerden 6grenerek yeni igerikler iiretmesi, bu
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iceriklerin miilkiyetinin kime ait oldugu sorusunu giindeme
getirmektedir (Samuelson, 2023).

Bu baglamda etik tartigmalar, yalnizca hukuki ¢ercevelerle
sinirlt kalmamakta; yaratict emegin degeri, goriinmez emek ve adil
paylasim gibi normatif sorulart da icermektedir. YZ’nin iiretim
stireclerine entegre edilmesi, yaratict mesleklerin doniligimiinii
hizlandirirken, bu durum, etik yonetisim mekanizmalarinin
yoklugunda yaratici emegin degersizlesmesi ve adaletsiz sonuglar
iiretmesi riskini artirmaktadir.

6.3. Deepfake Teknolojileri ve Gerceklik Krizi

Deepfake teknolojileri, YZ etiginde yiiksek toplumsal risk
potansiyeline  sahip giincel uygulamalardan biri  olarak
degerlendirilmektedir. Gergek¢i sahte video ve ses igeriklerinin
iiretilebilmesi, bireylerin itibarim1  zedeleyebilmekte, politik
maniplilasyonlara zemin hazirlamakta ve toplumsal giiveni
asindirmaktadir (Chesney ve Citron, 2019).

Deepfake igeriklerin tespiti teknik olarak miimkiin olsa da,
bu igeriklerin hizla yayilmasi ve cogu zaman geri doniisii olmayan
etkiler yaratmasi etik miidahalenin yalmizca teknik tespit
mekanizmalarina  indirgenemeyecegini  gostermektedir.  Bu
baglamda etik tartismalar, sorumluluk paylasimi, platform
yikiimliiliikleri ve kamusal farkindalik  boyutlarmi  da
kapsamaktadir.

6.4. Insan Benzeri Yapay Zeka ve Ahlaki Statii Tartismalari

Gelismis YZ sistemlerinin insan benzeri dil kullanimi,
duygusal tepkiler iiretmesi ve sosyal etkilesim kurabilmesi, bu
sistemlerin ahlaki statiisiine iliskin tartismalar1 giindeme getirmistir.
Bu tartigmalar, YZ nin haklara sahip bir varlik olarak degerlendirilip
degerlendirilemeyecegi sorusundan ziyade, insanlarin YZ’ye nasil
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davrandiginin etik sonuglarina odaklanmakt etik ve psikososyal
sonuglarina odaklanmaktadir. (Coeckelbergh, 2020).

Insanlarin YZ sistemlerine asir1 giiven gelistirmesi veya
onlar1 bilingli varliklar olarak algilamasi, etik agidan manipiilasyon
riskini artirmaktadir. Bu durum, 06zellikle savunmasiz gruplar
acisindan YZ ile kurulan etkilesimlerin dikkatle tasarlanmasini
gerekli kilmaktadir.

6.5. Otonomi, Kontrol ve Uzun Vadeli Riskler

YZ sistemlerinin artan Ozerkligi, insan kontroliiniin
siirlarma iligkin etik tartismalar1 da beraberinde getirmektedir. Kisa
vadeli etik sorunlarin yani sira, uzun vadede YZ’nin toplumsal
yapilar lizerindeki doniistiiriicii etkileri, etik degerlendirmelerin
yonetisim ve kontrol perspektifini uzun vadeye tasimaktadir
(Bostrom, 2014).

Bu baglamda giincel etik literatiir, YZ’nin kontrol
edilebilirligini, deger uyumunu (value alignment) ve insan refahiyla
uyumlu  gelisimini  giivence  altima  alacak  yOnetisim
mekanizmalarinin 6nemini vurgulamaktadir. Uzun vadeli riskler,
cogu zaman spekiilatif bulunmakla birlikte, etik tartigmalarin
yalmzca mevcut sorunlarla smirli  kalmamasi  gerektigini
gostermektedir.

Uretici YZ, telif hakki, deepfake teknolojileri ve insan
benzeri YZ uygulamalari, etik ilkelerin yeniden yorumlanmasini ve
baglama duyarli bicimde uygulanmasini zorunlu kilmaktadir. Bu
tartigmalar, YZ etiginin sabit bir normlar biitiinii olmaktan ziyade,
dinamik ve stirekli giincellenen bir diisiinsel ¢ergeve oldugunu
ortaya koymaktadir.
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7. Sorumlu ve Etik Yapay Zeka Gelistirme Yaklasimlari

Yapay zekd etigi alaninda ylriitilen tartismalarin
olgunlagmasiyla birlikte, etik ilkelerin soyut normlar olmaktan
cikarilarak somut gelistirme ve yoOnetisim siire¢lerine nasil entegre
edilecegi sorusu, bu alandaki temel tartisma konularindan biri haline
gelmistir. Bu baglamda literatiirde sorumlu yapay zeka (responsible
Al) kavrami, YZ sistemlerinin toplumsal yarar, insan haklar1 ve etik
degerlerle uyumlu bi¢cimde tasarlanmasin1i ve uygulanmasini
amaglayan biitlinciil bir yaklasim olarak 6ne ¢ikmaktadir (Dignum,
2019).

Sorumlu YZ yaklagimlari, etik sorumlulugu yalnizca son
kullanictya yiiklemek yerine, YZ’nin tiim yasam dongiisiinii
kapsayan ¢ok aktorlii bir sorumluluk anlayisina dayanmaktadir. Veri
toplama, model gelistirme, test, dagitim ve kullanim asamalarinin
her biri, etik degerlendirmelerin yapilmasini gerektiren kritik
stirecler olarak ele alinmaktadr.

7.1. Etik Tasarim Yaklasim

Etik tasarim yaklasimi (Ethics by Design), etik ilkelerin YZ
sistemlerine sonradan dayatilan dissal kisitlar olarak degil, tasarim
stirecinin ayrilmaz bir pargasi olarak ele alinmasini savunmaktadr.
Bu yaklasim, etik risklerin sistem gelistirme siirecinin erken
asamalarinda dngoriilmesini ve azaltilmasini hedeflemektedir (van
den Hoven vd.., 2015).

Etik tasarim, veri se¢imi ve temsilinden model mimarisine,
kullanicr araytizlerinden geri bildirim mekanizmalarina kadar genis
bir alam kapsamaktadir (Tablo 4). Ornegin, adalet ilkesinin
gozetilmesi, yalnizca model ¢iktilarinin degerlendirilmesiyle sinirh
kalmamakta; verilerin hangi toplumsal gruplar1 ne 6lgiide temsil
ettiginin de etik bir sorun olarak ele alinmasini gerektirmektedir. Bu
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yaklagim, etik ile teknik kararlar arasindaki yapay ayrimi ortadan
kaldirarak, miihendislik pratigini normatif bir zemine oturtmaktadir.

Tablo 4. Etik tasarim ilkeleri ve yapay zekd gelistirme siirecindeki

karsiliklar
Etik Tasarim [lkenin Kisa YZ Gelistirme Siirecindeki
ilkesi Aciklamasi Karsiligt
Insan merkezlilik | YZ sistemlerinin insan | Insan denetimli karar
ozerkligini ve karar mekanizmalarmin
yetisini desteklemesi tasarlanmasi, kullanici kontrol
noktalarmin eklenmesi
Adalet ve Farkl1 toplumsal Veri setlerinde temsil analizi,
ayrimciliktan gruplar i¢in esit ve Onyargi testleri, adalet
kaginma hakkaniyetli sonuglar metriklerinin kullanimi
uretme
Seffaflik ve Karar siireglerinin Acgiklanabilir model se¢imi,
aciklanabilirlik anlagilabilir ve model ¢iktilarinin
izlenebilir olmasi gerekcelendirilmesi
Gizlilik ve veri Kisisel verilerin Veri minimizasyonu,
koruma korunmasi ve amagla anonimlestirme, gizlilik dostu
sinirl kullanimi modelleme
Hesap Kararlarin Kayit tutma, denetlenebilirlik
verebilirlik sorumlulugunun mekanizmalari, sorumluluk
belirlenebilir olmasi atamast
Giivenlik ve Sistemlerin hatalara ve | Test, dogrulama, stres
saglamlik kotiiye kullanima karst | senaryolart ve giivenlik
dayanikli olmasi onlemleri
Toplumsal yarar | YZ’nin bireysel ve Kullanim amaciin etik
toplumsal refahi degerlendirmesi, etki analizleri
desteklemesi

7.2. Etki ve Risk Degerlendirme Mekanizmalari

Sorumlu YZ gelistirme siireclerinde 6ne cikan bir diger
onemli arag, etik etki ve risk degerlendirmeleridir. Bu
degerlendirmeler, YZ sistemlerinin potansiyel zararlarini 6nceden
belirlemeyi ve bu zararlar1 en aza indirecek onlemleri planlamay1
amaglamaktadir. Ozellikle yiiksek riskli YZ uygulamalarinda,
sistemlerin toplumsal, hukuki ve etik etkilerinin sistematik bi¢imde
analiz edilmesi onerilmektedir (Floridi vd., 2018).
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Avrupa Birligi tarafindan 6nerilen risk temelli yaklasim, bu
degerlendirmelerin kurumsal diizeyde standartlastirilmasina yonelik
onemli bir Ornek sunmaktadir. Risk degerlendirmeleri, YZ
sistemlerinin baglama 6zgii etkilerini dikkate alarak tek tip ¢oziimler
yerine esnek ve uyarlanabilir etik mekanizmalarin gelistirilmesine
imkan tanimaktadir.

7.3. insan Denetimi ve Hibrit Karar Modelleri

Sorumlu YZ yaklasimlarinda siklikla vurgulanan bir diger
unsur, insan denetiminin korunmasidir. Insan-makine etkilesimine
dayali hibrit karar modelleri, YZ nin hesaplama giiciinii insan yargisi
ve etik muhakeme ile birlestirmeyi amaglamaktadir. Bu modeller,
ozellikle saglik, egitim ve kamu yonetimi gibi yiiksek etkili alanlarda
etik sorumlulugun insan aktorlerde kalmasini giivence altina
almaktadir (Amershi vd.., 2019).

Insan denetimi, YZ sistemlerinin tamamen oOzerk hale
gelmesini engelleyen bir etik mekanizma olmasinin yani sira,
hatalarin erken tespit edilmesine ve kullanici gliveninin artirilmasina
da katki saglamaktadir. Bu yaklasim, YZ’nin insan kararlarini ikame
eden degil, destekleyen bir teknoloji olarak konumlandirilmasini
miimkiin kilmaktadir.
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Tablo 5. Tam otomatik, insan denetimli ve hibrit yapay zekd karar
modellerinin etik acidan karsilastirilmasi

Karar Temel Avantajlar Bagslica Etik | Uygun
Modeli Ozellik Riskler Kullanim
Alanlarn
Tam Kararlar Hiz, Hesap Diistik riskli,
otomatik | tamamen Olceklenebilirlik, | verebilirlik geri
YZ karar | YZ sistemi | operasyonel belirsizligi, dondiirtilebilir
modeli tarafindan verimlilik seffaflik kararlar
alinir; insan eksikligi,
miidahalesi hatalarin
yoktur sistemik
etkisi
Insan YZ oneri Etik denetim, Karar Saglik, egitim,
denetimli | sunar, nihai | hata tespiti, siireglerinde | kamu
YZ karar | karar insan | giiven artigi yavaglama, yonetimi gibi
modeli tarafindan insan yiiksek etkili
(human- | verilir Onyargisinin | alanlar
in-the- devami
loop)
HibritYZ | YZ ve Esneklik, Rol Orta—yiiksek
karar insan karar | baglamsal uyum, | belirsizligi, riskli,
modeli stirecleri dengeleyici sorumluluk baglama
baglama sorumluluk paylasiminin | duyarli
gore karmagikligi | uygulamalar
paylasilir

7.4. Kurumsal Yonetisim ve Etik Kurullar

Etik 1ilkelerin siirdiiriilebilir bicimde uygulanabilmesi, yalnizca
bireysel gelistiricilerin etik duyarliligina birakilmamalr; kurumsal
yoOnetisim mekanizmalariyla desteklenmelidir. Bu baglamda bir¢ok
kurum, YZ projelerini degerlendirmek iizere etik kurullar ve
danisma  komiteleri  olusturmaktadir. Bu  kurullar, YZ
uygulamalariin etik risklerini degerlendirmekte ve kurumsal
politika gelistirme siireclerine katki sunmaktadir (Morley vd..,
2020).
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Kurumsal etik yoOnetisim, seffaflik, hesap verebilirlik ve
izlenebilirlik ilkelerinin somutlagsmasimni saglamaktadir. Aymi
zamanda kurum i¢i farkindaligin artmasina ve etik kiiltiiriin
yayginlagmasina katkida bulunmaktadir.

7.5. Egitim, Farkindalik ve Disiplinlerarasi is Birligi

Sorumlu YZ gelistirme yaklagimlarinin basarisi, teknik
Oonlemlerin yani1 sira insan faktoriine de baglidir. Gelistiricilerin,
yoneticilerin ve kullanicilarin etik farkindalik ve sorumluluk
bilincinin artirilmas, YZ etiginin uygulamaya yansimasinda kritik
bir rol oynamaktadir. Bu nedenle etik egitimin, bilgisayar bilimi ve
miihendislik programlarinin ayrilmaz bir pargasi haline getirilmesi
onerilmektedir (Fiesler vd.., 2020).

Ayrica YZ etigi, tek bir disiplinin ¢bézebilecegi bir alan
degildir. Felsefe, hukuk, sosyal bilimler ve alan uzmanlarinin is
birligi, etik risklerin daha biitiinciil bicimde degerlendirilmesini
miimkiin kilmaktadir. Disiplinleraras1 yaklasim, YZ’ nin toplumsal
etkilerinin daha dengeli ve kapsayici bicimde ele alinmasina katki
saglamaktadir.

Sorumlu ve etik YZ gelistirme yaklasimlari, YZ’nin yalnizca
teknik olarak basarili degil, ayn1 zamanda toplumsal olarak mesru ve
giivenilir bir teknoloji haline gelmesini amaclamaktadir. Etik
tasarim, risk degerlendirmeleri, insan denetimi ve kurumsal
yonetisim mekanizmalari, bu amaca ulagsmada birbirini tamamlayan
temel bilesenler olarak 6ne ¢ikmaktadir.

8. Gelecek Perspektifi ve Politika Onerileri

Yapay zeka teknolojilerinin gelisim hizi, etik ve diizenleyici
yaklagimlarin ¢ogu zaman bu gelisimi geriden takip etmesine neden
olmaktadir. Bu durum, YZ etiginin yalnizca mevcut risklere
odaklanan reaktif bir alan olarak degil, gelecekte ortaya ¢ikabilecek
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toplumsal etkileri ongoren proaktif bir politika alani olarak ele
almmasimi gerekli kilmaktadir. Gelecek perspektifi, etik ilkelerin
strdiirilebilir bicimde uygulanabilmesi ve YZ’nin insan refahini
artiracak sekilde yonlendirilmesi acisindan belirleyici bir rol
oynamaktadir.

8.1. Yapay Zeka Etiginin Gelecekteki Yonelimi

Gelecekte YZ etiginin, statik ilke setlerinden ziyade
uyarlanabilir ve baglama duyarli etik ¢ergeveler tizerinden gelismesi
beklenmektedir. YZ sistemlerinin farkli sektorlerde ve farkli
toplumsal baglamlarda kullanilmasi, tek tip etik ¢dzlimlerin yetersiz
kalmasina yol agmaktadir. Bu nedenle literatiirde, dinamik etik
yonetisim modellerinin ve siirekli izleme mekanizmalarinin 6nemi
giderek daha fazla vurgulanmaktadir (Floridi, 2021).

Ayrica iiretici YZ ve otonom sistemlerin yayginlagsmasi, etik
degerlendirmelerin yalnizca sistem tasarimina degil, kullanim
pratiklerine ve ortaya ¢ikan beklenmedik sonuglara da
odaklanmasimi gerektirmektedir. Bu baglamda YZ etiginin gelecegi,
teknik gelismelerle birlikte siirekli giincellenen, 6grenen ve geri
bildirim temelli bir alan olarak sekillenmektedir.

8.2. Politika Yapicilar icin Oneriler

Yapay zeka etiginin gelecekte etkili olabilmesi, giiclii ve
uygulanabilir politika c¢ergeveleriyle desteklenmesine baglidir.
Politika yapicilar i¢in Oneriler, genellikle ii¢c ana eksende
toplanmaktadir: diizenleme, yonetisim ve katilim. Ilk olarak, risk
temelli diizenleme yaklagimlarinin benimsenmesi, yiiksek etkili YZ
uygulamalarinin daha siki etik ve hukuki denetime tabi tutulmasini
miimkiin kilmaktadir (European Commission, 2024).

Ikinci olarak, c¢ok paydash yonetisim modelleri, YZ
politikalarinin yalnizca teknik uzmanlar tarafindan degil; sivil
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toplum, akademi ve kullanict1 temsilcilerinin  katilimiyla
sekillendirilmesini saglamaktadir. Bu yaklasim, etik kararlarin
demokratik mesruiyetini giiclendirmektedir (Jobin vd., 2019).

Ucgiincii olarak, etik etki degerlendirmelerinin ve seffaf
raporlama ylikiimliiliiklerinin kurumsal diizeyde tesvik edilmesi, YZ
uygulamalarinin  izlenebilirligini ve  hesap  verebilirligini
artirmaktadir.

8.3. Kurumsal ve Sektorel Diizeyde Stratejiler

Gelecekte YZ etiginin basarisi, yalnizca ulusal veya
uluslararasi politikalarla degil; kurumsal ve sektorel stratejilerle de
dogrudan iliskilidir. Kurumlarin etik ilkelere dayali i¢ politikalar
geligtirmesi, etik riskleri yOnetmede Onemli bir avantaj
saglamaktadir. Bu baglamda etik denetim mekanizmalari, i¢
raporlama sistemleri ve siirekli egitim programlari, kurumsal
diizeyde uygulanabilecek temel stratejiler arasinda yer almaktadir
(Morley vd.., 2020).

Sektorel diizeyde ise ortak etik standartlarin ve 1y1 uygulama
orneklerinin paylasilmasi, YZ’ nin farkli alanlarda daha dengeli ve
sorumlu bigimde kullanilmasina katki saglamaktadir. Bu tiir kolektif
yaklagimlar, rekabet baskisinin etik ilkeleri zayiflatmasini 6nlemeye
yardime1 olacaktir.

8.4. Uzun Vadeli Toplumsal Etkiler ve Etik Sorumluluk

Yapay zekanin uzun vadeli toplumsal etkileri, etik
tartismalarin zaman ufkunu genisletmektedir. Is giicii doniisiimii,
karar alma siireclerinin otomasyonu ve insan—makine iligkilerinin
yeniden tanimlanmasi, YZ’ nin yalnizca bugiinii degil, gelecegin
toplumsal yapisin1 da sekillendirdigini gostermektedir (Bostrom,
2014).
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Bu durumda etik sorumluluk, yalnizca mevcut kullanicilarin
degil, gelecek kusaklarin da haklarin1 gozeten bir perspektifi
gerektirmektedir. YZ nin siirdiiriilebilir ve insan merkezli bigimde
gelistirilmesi, etik ilkelerin uzun vadeli toplumsal refah hedefleriyle
uyumlu hale getirilmesini zorunlu kilmaktadir.

Gelecek perspektifi ve politika 6nerileri, YZ etiginin yalnizca
mevcut sorunlara yanit veren bir alan degil; teknolojik gelisimi
yonlendiren stratejik bir cerceve oldugunu ortaya koymaktadir.
Egitim, yonetisim ve katilimei politika iiretimi, YZ’nin etik acidan
stirdiiriilebilir bir gelecege tasinmasinda temel araglar olarak 6ne
cikmaktadir.

9. Sonug¢

Yapay zeka teknolojilerinin hizla yayginlasmasi, etik
tartismalar1 teknik bir yan mesele olmaktan ¢ikararak, toplumsal,
hukuki ve politik boyutlar1 olan merkezi bir tartisma alanina
tasimistir. YZ sistemleri, karar alma siireglerinde giderek daha fazla
rol iistlendikge; adalet, seffaflik, hesap verebilirlik, gizlilik ve insan
merkezlilik gibi etik ilkeler, teknolojik gelisimin ayrilmaz bilesenleri
haline gelmistir. Bu baglamda YZ etigi, yalnizca riskleri tanimlayan
elestirel bir alan degil, ayni zamanda teknolojik yenilikleri
yoOnlendiren normatif bir ¢ergeve sunmaktadir.

Bu calismada ele alinan kuramsal yaklagimlar, uygulama
alanlar1 ve uluslararast diizenleyici cergeveler, YZ etiginin ¢ok
katmanli ve disiplinleraras1 yapisini ortaya koymaktadir. Etik
sorunlarin, YZ’nin teknik 6zelliklerinden bagimsiz olmadigi; aksine
veri temelli 6grenme, otomatik karar verme ve olgeklenebilirlik gibi
temel ozelliklerle dogrudan iliskili oldugu goériilmektedir. Bu durum,
etik degerlendirmelerin yalnizca kullanim agamasinda degil, tasarim
ve gelistirme siireglerinin tamaminda yapilmasini kagiilmaz hale
getirmektedir.
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Uluslararasi ilke ve diizenlemeler incelendiginde, YZ etigine
yonelik kiiresel bir farkindaligin olustugu agik¢a goriilmektedir.
OECD, UNESCO ve Avrupa Birligi gibi aktorler tarafindan
gelistirilen ¢erceveler, ortak etik degerler etrafinda 6nemli bir
yakinsama sergilemekte; ancak uygulama ve baglayicilik
diizeylerinde farklilasmaktadir. Bu tablo, YZ etiginin tek tip bir
diizenleme ile ele alinamayacagini, baglama duyarli ve ¢ok diizeyli
yonetisim modellerine ihtiya¢ duyuldugunu gostermektedir.

Uygulama alanlarina gore yapilan degerlendirmeler, etik
risklerin soyut degil; saglik, egitim ve kamu yonetimi gibi alanlarda
dogrudan insan yasamini etkileyen sonuclar {irettigini ortaya
koymaktadir. Bu alanlarda ortaya ¢ikan etik sorunlar, YZ’nin
toplumsal kabulii ve mesruiyeti agisindan belirleyici bir rol
oynamaktadir. Etik ilkelerin g6z ard1 edildigi YZ uygulamalari, kisa
vadeli verimlilik kazanimlar1 saglasa dahi, uzun vadede toplumsal
giivenin zedelenmesine ve teknolojik ilerlemenin sorgulanmasina
yol agabilmektedir.

Sorumlu ve etik YZ gelistirme yaklagimlari, bu risklere karsi
gelistirilen en 6nemli yanitlar arasinda yer almaktadir. Etik tasarim,
risk ve etki degerlendirmeleri, insan denetimi ve kurumsal yonetisim
mekanizmalari, YZ’nin toplumsal yararla uyumlu bigimde
gelistirilmesini miimkiin kilmaktadir. Bu yaklasimlar, etik ile
inovasyon arasinda zorunlu bir karsithik olmadigi; aksine etik
ilkelerin stirdiiriilebilir yeniligin temel kosullarindan biri oldugu
yoniindeki goriisii desteklemektedir.

Gelecek perspektifi agisindan bakildiginda, YZ etiginin
statik bir normlar biitiinii olarak degil, siirekli gilincellenen ve
ogrenen bir cerceve olarak ele alinmasi gerektigi anlasilmaktadir.
Uretici YZ, otonom sistemler ve insan—makine etkilesimindeki
doniigiimler, etik tartismalarin kapsamini genisletmeye devam
edecektir.
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Yapay zekanin gelecegi, yalnizca ne kadar akilli sistemler
gelistirilebildigiyle degil, bu sistemlerin hangi degerler
dogrultusunda ve kimin yararina kullanildigiyla belirlenecektir. Bu
nedenle etik, yapay zeka tartigmalarinin merkezinde yer almaya
devam edecektir.
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YESIL YAPAY ZEKA VE SURDURULEBILIRLIK

ONUR SEVLI?
1. Giris

Siirdiiriilebilirlik, giiniimiiziin en kritik kiiresel sorunlarindan
biridir ve ekonomik, ¢evresel, toplumsal boyutlariyla ¢ok disiplinli
bir yaklagim gerektirmektedir. Hizla artan dijitallesme ve biiyiliyen
bilgi islem altyapilari, enerji tiiketiminin ve karbon saliniminin
onemli Olclide artmasina neden olmaktadir. Yapay zeka (YZ)
sistemleri ise bu biiylimenin merkezinde yer almaktadir. Giderek
artan veri miktari, biiyiik 6lgekli yapay zeka modelleri ve yiiksek
hesaplama giicii ihtiyaci, YZ'nin g¢evresel etkilerini bilimsel
tartismalarin odagina tasimaktadir (Strubell et al., 2019).

Son zamanlarda “Yesil Yapay Zeka (Green AI)” olarak
adlandirilan yeni bir yaklagim literatiirde yerini almistir. Bu
yaklagim, YZ modellerinin yalnizca performans Ol¢iitlerine gore
degil; enerji verimliligi, karbon ayak izi, hesaplama maliyeti ve
strdiirtilebilirlik katkis1 agisindan da degerlendirilmesi gerektigini
savunmaktadir (Schwartz et al., 2020). Yesil YZ, cevresel riskleri
azaltilmis modellerin gelistirilmesini hedeflerken, aym1 zamanda

2 Dog.Dr., Burdur Mehmet Akif Ersoy Universitesi, Bilgisayar Miihendisligi,
Orcid: 0000-0002-8933-8395
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Y Z’nin siirdiiriilebilir kalkinma alanlarinda kullanilmasini da tesvik
etmektedir.

Glinlimiizde YZ’nin ¢evresel etkileri yalnizca algoritmik
tasarim seviyesinde degil; veri merkezlerinin enerji tiiketimi,
donanim {retiminin dogal kaynaklara etkisi, model egitiminin
karbon maliyeti ve dijital esitsizlik gibi genis bir perspektiften ele
alinmaktadir (Henderson et al., 2020). Bu nedenle Yesil YZ hem
teknik bir aragtirma alan1 hem de etik, politik ve ekonomik sonuglari
olan ¢ok boyutlu bir kavram haline gelmistir.

2. Yesil Yapay Zeka: Kavramsal Cerceve

Yesil Yapay Zeka kavrami, yapay zeka sistemlerinin ¢evresel
etkilerini en aza indirmeyi amaclayan biitlinciil bir yaklagimi ifade
eder. Geleneksel yapay zeka arastirmalarinda performans odakli
degerlendirme 6l¢iitleri (dogruluk, kesinlik, duyarlilik, F1 skor vb.)
on planda yer alirken, Yesil YZ bu 6l¢iitlere ek olarak enerji tiiketimi,
hesaplama maliyeti, karbon emisyonu ve donanim verimliligi gibi
strdiirtilebilirlik parametrelerini de degerlendirme siirecine dahil
etmektedir. Bu yoniiyle Yesil YZ hem metodolojik hem de etik bir
dontistimiin temelini olusturmaktadir.

2.1. Kirmuz1 Yapay Zeka Paradigmasi

Yapay zeka arastirmalarinin son on yilina, "State-of-the-Art"
(SOTA) (ulasilabilen en iyi) sonuglara ulasma hedefi yon vermistir.
Schwartz ve arkadaglari (2020) tarafindan literatiire kazandirilan
Kirmiz1 YZ kavrami, model performansinda marjinal iyilestirmeler
elde etmek amaciyla hesaplama giiciiniin ve veri setlerinin devasa
boyutlara ulastirilmasimi ifade etmektedir. Bu yaklasim, o6zellikle
Dogal Dil Isleme alaninda parametre sayilarinin milyarlardan
trilyonlara ¢gikmasiyla (6rnegin GPT-4, Gemini Ultra) somutlagsmigtir
(Strubell et al., 2019).
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Kirmizi YZ'nin temel karakteristigi, enerji verimliliginin
ikincil plana atilmasidir. Model dogrulugunda lineer bir artis
saglamak i¢in gereken hesaplama giicii genellikle iistel olarak artig
gostermektedir. Ornegin, bir modelin hata oranmni %1 azaltmak,
enerji tliketimini 10 katina ¢ikarabilmektedir. Bu yaklasim iki temel
soruna yol agmaktadir (Schwartz et al., 2020):

Cevresel maliyet: Hesaplama  yogunlugu, veri
merkezlerinde tiiketilen elektrik ve sogutma igin
harcanan su miktarini artirarak dogrudan karbon ayak
izini bilyiitmektedir.

Erisilebilirlik ve Esitsizlik: Yiiksek maliyetli donanim
gereksinimleri, YZ arastirmalarin1 yalnizca biiyiik
teknoloji sirketlerinin tekelinde tutmakta, akademik
kurumlarin  ve bagimsiz arastirmacilarin  alana
katilimini biiytik 6l¢iide engellemektedir.

2.2. Enerji Verimliligi Odaklh Makine Ogrenimi

Yesil YZ, enerji verimliligini makine 6grenimi tasariminin
merkezine yerlestirir. Bu baglamda arastirmalar, algoritmalarin
enerji tiiketimini azaltmak i¢in model mimarilerinin sadelestirilmesi,
hesaplama adimlarinin optimize edilmesi ve daha az parametreyle
benzer performans elde edilmesi {lizerine yogunlagmaktadir
(Patterson et al., 2021). Enerji verimliligi kavrami yalnizca egitim
stirecini degil; modelin ¢ikarim asamasindaki performansini da
kapsamaktadir. Ozellikle gercek zamanli uygulamalarda gikarim
maliyetleri siirdiirtilebilirlik agisindan kritik 6neme sahiptir.

2.3. Diisiik Karbon Ayak Izi Hedefleri

Makine 6grenimi modellerinin karbon ayak izi, egitim
stirecindeki enerji tiiketimi ile bu enerji kaynagmin karbon
yogunluguna bagli olarak hesaplanmaktadir (Lacoste et al., 2019).
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Yesil YZ, karbon salinnmini azaltmak i¢in iki temel strateji
onermektedir:

e Enerji tiikketimini azaltan modeller kullanmak.

e Karbon yogunlugu diisiik enerji kaynaklariyla ¢alisan
veri merkezleri tercih etmek.

Son yillarda Google, Microsoft ve Amazon gibi teknoloji
sirketleri veri merkezlerini yenilenebilir enerji kaynaklariyla
calistirma konusunda 6nemli adimlar atmistir. Akademik calismalar
da karbon muhasebesi ve yapay zeka enerji raporlamasinin
standartlagmas1 gerekliligini vurgulamaktadir (Henderson et al.,
2020).

2.4. Hesaplama Maliyeti, Model Karmasikhig: ve Cevresel Etki

YZ modellerinin c¢evresel maliyetleri, biiyliik dlgiide
parametre sayisi, kullanilan donanim tiirii ve egitim sliresine
baghdir. Kaplan, McCandlish ve arkadaslarinin (2020) ¢alismalari,
model boyutunun performansla dogrusal olmayan bir iliskiye sahip
oldugunu gostererek gereginden biiyiikk modellerin verimsizligine
dikkat cekmistir. Bu bulgu, Yesil YZ yaklasiminin temel
dayanaklarindan biridir. Daha biiylik modeller her zaman daha
yararli degildir; aksine ¢evresel maliyetler ¢ogu zaman faydanin ¢ok
iizerindedir. Bu baglamda Yesil YZ; hesaplama maliyetinin, enerji
yogunlugunun ve donanim kullaniminin performansla birlikte
degerlendirilmesini 6nermektedir.

2.5. Yesil Yapay Zeka Vizyonu

Yesil YZ, yapay zeka teknolojilerinin gelistirme siireglerinde
verimliligi, en az dogruluk kadar kritik bir degerlendirme metrigi
olarak konumlandiran biitiinciil bir yaklasimdir. Yesil YZ'nin
kapsami sadece algoritmik optimizasyonla sinirli kalmayip;
donanim tedarikinden, veri merkezi konumlandirmasina ve kullanim
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omrii sonu yonetimine kadar genis bir alana yayilmaktadir. Bu
paradigma karbon ayak izini azaltmak i¢in dort ana stratejiye
odaklanmaktadir:

Donanimin  liretim

karbon" miktarinin

Donanim  Tedariki:
asamasindaki
hesaplanmasi ve azaltilmasi.

Sorumlu
"gomiili

Dongiisel Ekonomi: Donanimlarin yeniden kullanima,

onarim1  ve geri  donistliriilmesi  siireclerinin

entegrasyonu.

Altyap1 Optimizasyonu: Is yiiklerinin, yenilenebilir enerji
kaynaklarinin yogun oldugu bolgelere ve zaman
dilimlerine kaydirilmasi.

Insan Odakli Tasarim: Gereksiz karmasiklik yerine,
ihtiyaca uygun oOl¢ekte ve enerji verimli modellerin
tercih edilmesi.

Tablo 1, Kirmizi ve Yesil YZ arasindaki farklar
Ozetlemektedir.

Tablo 1 Kirmizi ve Yesil YZ Arasindaki Temel Farkliliklar

gbzetilmeksizin
maksimizasyon

Kirmiz1 YZ Yesil YZ
Birincil Hedef En yiiksek dogruluk Enerji verimliligi,
(SOTA) ve performans stirdiiriilebilirlik ve yeterli
dogruluk
Kaynak Kullanimi Maliyet ve enerji kisiti Kaynak kisitl optimizasyon,

minimum enerji ile
maksimum ¢kt

Model Mimarisi

Devasa parametre
sayilari, yogun (dense)
aglar

Kompakt modeller, seyrek
(sparse) aglar, Kiigiik Dil
Modelleri (SLM)

Erisilebilirlik

Erisilebilirlik diisiiktiir.
Yiiksek donanim ve
biitce gerektirir

Erisilebilirlik yiiksektir.
Demokratiklestirilmis, ug
cihazlarda calisabilir

Cevresel Etki

Yiiksek karbon ayak izi
ve su tiikketimi

Minimize edilmis ekolojik
etki, yasam dongiisii analizi

43




3. Yapay Zeka Sistemlerinin Cevresel Etkileri

YZ sistemlerinin kullanim alanlar1 genisledik¢e cevresel
etkileri de giderek daha goriiniir hale gelmektedir. Siirdiirtilebilirlik
odaginda yapilan calismalar, YZ modellerinin yalnizca egitim
stireclerinde degil; veri hazirlama, depolama, donanim iiretimi ve
cikarim (inference) asamalarinda da onemli enerji ve kaynak
tiiketimine yol agtigin1 géstermektedir (Patterson et al., 2021). Bu
nedenle YZ’nin c¢evresel etkileri, biitlinciil bir yasam dongiisi
yaklagimiyla degerlendirilmelidir.

3.1. Donanim Uretimi ve Kaynak Tiiketimi

YZ sistemlerinin temel yap1 taglarindan biri olan donanim
bilesenleri (GPU, TPU, islemciler, devreler) yiliksek miktarda dogal
kaynak kullanimina ihtiya¢ duymaktadir. Yar1 iletken {iretimi, su
tiikketimi, kimyasal atik olusumu ve madencilik faaliyetleri nedeniyle
ciddi cevresel etkiler olusturmaktadir (Belkhir & Elmeligi, 2018).
Ozellikle nadir toprak elementlerinin gikarilmasi hem ekolojik
tahribata hem de yogun karbon iiretimine neden olmaktadir.

3.2. Veri Merkezlerinin Enerji Tiiketimi

YZ modellerinin egitildigi veri merkezleri, kiiresel enerji
tiiketiminin 6nemli bir boliimiinii olusturmaktadir. 2030 yilina kadar
veri merkezlerinin kiiresel elektrik talebinin %8’ine ulasabilecegi
ongoriilmektedir (Andrae, 2020). YZ egitimi yogun hesaplama
gerektirdigi icin, bu merkezlerde kullanilan sogutma sistemleri ve
yliksek performansl islemciler toplam enerji tiiketimini daha da
artirmaktadir.

Ozellikle giiniimiiziin popiiler teknolojileri olan Biiyiik Dil
Modellerinin (Large Language Model, LLM) egitimi, binlerce
GPU'nun (Grafik Islem Birimi) aylar siiren yogun hesaplama
islemlerini gerektirmektedir. Bu siiregte tiiketilen enerji miktari,
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modelin parametre sayisi, egitim veri setinin biiyikligi ve
kullanilan veri merkezinin Enerji Kullanom Verimliligi (Power
Usage Effectiveness, PUE) oranina bagl olarak degismektedir.

Literatiirdeki ¢arpic1 karsilastirmalardan biri, OpenAl'nin
GPT-3 modeli ile BigScience projesi kapsaminda gelistirilen
BLOOM modeli arasindadir. GPT-3'lin egitimi sirasinda yaklasik
1.287 MWh enerji tiiketildigi ve bunun sonucunda 502 ton COz’ye
esdeger emisyon olustugu tahmin edilmektedir. Bu miktar, yiizlerce
aracin yillik emisyonuna veya New York ile San Francisco arasinda
yiizlerce ucusa esdegerdir (Visual Capitalist, 2024). Buna karsilik,
benzer boyuttaki (176 milyar parametre) BLOOM modelinin
egitimi,  Fransa'daki Jean  Zay  siliper  bilgisayarinda
gerceklestirilmistir ve Fransa'nin niikleer agirlikli diisiik karbonlu
enerji sebekesi sayesinde, BLOOM'un egitimi sadece 25 ton CO2’ye
esdeger (donanim tretimi dahil edildiginde 50.5 ton) emisyona
neden olmustur (Luccioni et al., 2023). Bu sonuglar, algoritmanin
etkinligi kadar kullanilan enerjinin kaynaginin da Yesil YZ i¢in
biiyiik 6neme sahip oldugunu gostermektedir.

3.3. Model Egitimi ve Karbon Ayak Izi

Model egitimi, YZ sistemlerinin ¢evresel etkilerinin en
belirgin oldugu asamadir. Derin 6grenme modellerinin, milyarlarca
parametreyi optimize etmek i¢in ¢ok uzun siireli GPU/TPU
caligtirmalar1 gerektirir.

Lacoste ve arkadaslarinin (2019) gelistirdigi ML CO- Impact
modeli, egitim sirasinda kullanilan donanim, lokasyon ve enerji
kaynagimna gore karbon ayak izinin degisim gosterdigini ortaya
koymaktadir. Bu calisma, YZ modellerinin enerji ve karbon
muhasebesi yapilmas1 gerektigini vurgular. Onde gelen bazi LLM
modellerine ait karsilagtirmalar Tablo 2’de verilmistir.
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Tablo 2 Onde Gelen LLM Modellerinin Egitim Asamasi Enerji ve
Karbon Ayak Izi Karsilastirmast (Luccioni et al., 2023)

Model Parametre | Enerji CO2 Enerji Enerji
(Milyar) Tiiketimi | Esdeger Kaynagi/ | Kullanim
(MWh) Emisyon | Lokasyon | Verimliligi
(Ton)
GPT-3 175 1.287 502 Karigik 1.1
/ ABD
Gopher 280 1.066 352 Karigik 1.08
OPT 175 324 70 Karigik 1.09
BLOOM 176 433 25 Niikleer / | 1.2
Fransa

3.4. Cikarim (Inference) Asamasindaki Enerji Maliyeti

Yapay zeka modellerinin egitimi tek seferlik (veya periyodik)
bir olayken, ¢ikarim asamast modelin 6mrii boyunca siirekli devam
etmektedir. ChatGPT, Gemini veya Claude gibi modellerin
milyonlarca kullanic1 tarafindan her glin milyarlarca kez
kullanilmasi, enerji tiikketim dengesini egitimden ¢ikarima dogru
kaydirmaktadir.

2024 ve 2025 yili verilerine gore, popiler bir LLM’nin
yasam dongiisiinde emisyonlarinin %90'ma varan kismi ¢ikarim
asamasinda olusmaktadir (Fu et al., 2024). Aragtirmalar, ChatGPT
ile yapilan tek bir sohbetin, standart bir Google aramasindan 10 ila
20 kat daha fazla enerji tiikettigini ortaya koymaktadir. Bazi
tahminlere gore, ChatGPT iizerindeki her bir sorgu yaklasik 4.32
gram CO; salimina neden olurken, bir web aramasi yalniz 0.2 gram
seviyesindedir (Plan Be Eco, 2024).

Cikarim sirasindaki enerji tiiketimini etkileyen faktorler
sunlardir:

e istem (Prompt) Uzunlugu ve Karmasikligi: Daha uzun
girdiler ve ¢iktilar, daha fazla GPU dongiisii gerektirir.
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e Model Boyutu: Daha biiylik modeller, her token iiretimi
icin daha fazla bellek bant genisligi ve islem giicii harcar.

e Donanim Verimliligi: Kullanilan GPU'larin  nesli
(6rnegin  NVIDIA HI100 vs A100) ve sunucu
konfigiirasyonu tiiketilen enerjiyi etkiler.

3.5. Gomiili Karbon

Yazilimin tiikettigi elektrigin  Gtesinde, yapay zekayi
miimkiin kilan fiziksel altyapinin (GPU'lar, sunucular, sogutma
sistemleri) liretimi de ciddi bir ¢evresel maliyet tasimaktadir. Dell ve
HP gibi donanim ireticilerinin yasam dongiisii analizleri, bir
sunucunun toplam karbon ayak izinin dnemli bir kisminin, cihazin
operasyonel hale gelmesinden dnceki madencilik, iiretim ve lojistik
stireclerinde (GOomiilii Karbon) olustugunu gostermektedir (R6zycki
et al., 2025).

BLOOM modelinin detayli analizinde, toplam 50 tonluk
emisyonun yaklasik %22'sinin donanim iiretiminden, %28'inin ise
veri merkezinin atil (idle) enerji tiiketiminden kaynaklandigi
belirlenmistir (Luccioni et al., 2023). Bu bulgu, donanim yenileme
hizinin yavaglatilmas1 ve cihaz kullanim Oomriiniin uzatilmasinin,
Yesil YZ stratejilerinin ayrilmaz bir pargasi olmasi gerektigini
vurgulamaktadir.

3.6. E-Atik Sorunu ve Donanim Omrii

YZ uygulamalarinin yayginlasmasi, yliksek performansl
donanim talebini artirmakta ve donanim yenileme dongiilerini
hizlandirmaktadir. Bu durum biiylik miktarda elektronik atik (e-
waste) liretimine yol agmaktadir.

Birlesmis Milletler’e gore e-atik, diinyanin en hizl biiyiiyen

atik kategorisi olup yilda 50 milyon tonu agsmaktadir (UNEP, 2020).

Veri merkezlerinde donanim yenileme dongiilerinin 2—3 yila kadar
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diismesi, YZ altyapisinin atik iiretiminde 6nemli bir paya sahip
olmasina neden olmaktadir. E-atigin yalnizca hacmi degil; igcerdigi
toksik maddeler (arsenik, kursun, kadmiyum) ekosistem i¢in ciddi
tehdit olusturmaktadir.

4. Yesil Yapay Zeka Icin Yontemler ve Teknolojiler

Yesil Yapay Zeka, yalnizca bir degerlendirme yaklasimi
degil; ayn1 zamanda enerji verimliligini artirmayi, karbon ayak izini
azaltmayr ve daha siirdiiriilebilir YZ ekosistemleri olusturmay1
amaglayan yontem ve teknolojiler biitiinii olarak goriilmektedir. Bu
kisimda, Yesil YZ uygulamalarini miimkiin kilan optimizasyon
teknikleri, model mimarileri, egitim siiregleri ve altyap: stratejileri
ele alinmaktadir.

4.1. Enerji Verimli Mimari Tasarimlar

Enerji verimlili§ini artirmanin en temel yollarindan biri,
model mimarisinin hesaplama maliyetini azaltacak sekilde optimize
edilmesidir. Transformer mimarisi c¢esitli gorevlerde yiiksek
performans sunmasina ragmen, hesaplama karmasikligi kuadratik
diizeydedir (Vaswani et al., 2017). Bu nedenle literatiirde daha
verimli alternatif mimariler gelistirilmistir:

o Efficient Transformers: Sparse attention, linear attention
ve reformer yapilart gibi diisiik karmasikliga sahip
modeller. (Kitaev et al., 2020).

e Mobil cihazlar i¢in optimize modeller: MobileNet
(Howard et al., 2017), EfficientNet (Tan & Le, 2019).

e Daha az parametreyle benzer performans sunan kompakt
mimariler.

Bu mimarilerin temel avantaji, hesaplamay1 hem bellek hem
de enerji agisindan daha az maliyetli hale getirmeleridir.
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4.2. Model Sikistirma Yontemleri: Budama, Nicemleme, Bilgi
Damitma

Model sikistirma teknikleri, Yesil YZ teknolojilerinin
temelini olusturmaktadir. Bu yontemler hem egitim hem de ¢ikarim
maliyetlerini azaltarak enerji verimliligi saglar.

4.2.1. Budama

Budama (pruning), modelin gereksiz ndronlarini veya
baglantilarim1 kaldirarak daha hafif yapilar elde edilmesini saglar
(Han et al., 2015).

e Avantaj: Hesaplama yiikiinde %50-90 diisiis saglanabilir.

e Dezavantaj: Asir1 budama performans kaybma yol
acabilir.

4.2.2. Nicemleme

Nicemleme (quantization), 16/32-bit temsil yerine 8-bit veya
daha diisiik bit genisligi kullanarak hesaplamay1 hizlandirir (Jacob et
al., 2018). Bu yontem 06zellikle ug¢ (edge) cihazlarda biiyiik tasarruf
saglar.

4.2.3. Bilgi Damitma
Bilgi damitma (Distillation), biiylik bir modelin bilgisinin
daha kiigiik ve verimli bir modele aktarilmas1 teknigidir (Hinton et

al., 2015). Damitilmis modeller ¢cogu zaman daha diisiik enerji
tiikketimine ragmen benzer performans sunabilir.

4.3. Veri Verimliligi: Sifir Ornekli, Az Ornekli ve Kendinden
Denetimli Ogrenme

Veri toplama, isaretleme ve isleme siiregleri de g¢evresel
maliyete sahiptir. Bu nedenle veri verimliligi yiiksek Ogrenme
yontemleri Yesil YZ igin kritiktir.
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4.3.1. Sifir Ornekli Ogrenme

Sifir 6rnekli (zero-shot) 6grenme, bir modelin daha 6nce hig
gormedigi bir siif veya gorev i¢in yalnizca sahip oldugu genel bilgi
temeliyle dogru ciktilar iiretebilmesini ifade eder. Model, egitim
asamasinda temas etmedigi yeni kavramlari anlamsal iliskiler,
kelime gomme (embedding) uzaylari, metin agiklamalari, etiket
iliskileri gibi semantik bilgilere dayanarak tahmin eder. Bu yontemin
avantajlar1 sunlardir:

e Biiylik etiketli veri ihtiyacin1 6nemli 6l¢iide azaltir.

e Hizli uyarlanabilir sistemler i¢in uygundur (6rnegin
chatbot'lar, goriintii tanima).

¢ Enerji maliyetini diisiirerek Yesil YZ’ye katki saglar.
4.3.2. Az Ornekli Ogrenme

Az ornekli (few-shot) 6grenme, bir modelin yalnizca 2—50
aras1 etiketli ornek ile yeni bir goéreve hizla uyum saglamasidir.
Temel amag, mevcut bilgi temellerini kullanarak c¢ok az veriyle
yiiksek performans elde etmektir. Az Ornekli 6grenmede meta
ogrenme (6grenmeyi 6grenme), temsile dayali 6grenme ve benzerlik
tabanli teknikler kullanilir. Bu yontemin avantajlari:

¢ Genis veri toplama eforunu azaltr.

o Insan 6grenmesine daha yakin bir yaklasim sunar.

e Egitim stiresi diisiiktlir bu da enerji maliyetini diistriir.
4.3.3. Ozdenetimli Ogrenme

Ozdenetimli (self-supervised) 6grenme, verilerin kendi i¢
yapisindan otomatik etiketler (pseudo-labels) olusturularak egitim
yapilmasidir. Yani model, disaridan etiketlenmis veri gerektirmeden
ogrenebilir. Kullanilan temel teknikler maskeli 6grenme, karsitlik
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o0grenmesi, otoenkoder temelli yontemlerdir. Bu teknik Yesil YZ i¢in
oldukca degerlidir. Avantajlart:

e Etiketleme icin insan giicii ihtiyacini azaltur.

e Milyonlarca verilik veri setlerinde diisiik maliyetle
egitim yapilabilir.
4.4. U¢ Yapay Zeka ve Federe Ogrenme ile Enerji Tasarrufu

Ug Yapay Zeka (Edge Al), yapay zeka islemlerinin buluttaki
merkezi sunucular yerine verinin iretildigi cihaz iizerinde (ugta)
gerceklestirilmesidir. Bu cihazlara 6rnek:

o Akilli telefonlar

e [oT sensorleri

e Kamera sistemleri

e Arag ici bilgisayarlar
e Medikal cihazlar

Ug¢ Yapay Zeka, veriyi islem i¢in buluta gondermek yerine
cithaz lizerinde isler ve karar verir. Bu yontem; bant genisligi
tilketimini, veri merkezi bagimliligin1 ve sadece karbon ayak izini
azaltir (Sze et al., 2017).

Federe 6grenme (federated learning), yapay zeka siirecinin
verilerini merkezi bir sunucuya toplamadan, verilerin bulundugu
cihazlarda yerel olarak gerceklestirilmesini saglayan bir yaklagimdir.
Temel mantik:

Model cihazlara gonderilir.
Cihazlar verilerini kullanarak modeli yerelde egitir.

Giincellenmis model parametreleri (veri degil) merkeze
gonderilir.
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Merkezde bu giincellemeler birlestirilir.

Ortak bir kiiresel model elde edilir.
Federe 6grenme yonteminin avantajlart sunlardir:
e Veri gizliligini artirir,
e Veri iletim maliyetini diisiiriir,

e Biiyiik veri kiimelerinin merkezi depolanmasinin
gerekmedigi senaryolarda daha diislik enerji tiikketimi
saglar.

4.5. Yenilenebilir Enerji ile Calisan YZ Altyapilar:

Yapay zeka veri merkezlerinin gevresel etkisini azaltmanin
bir diger yolu, bu altyapilarin yenilenebilir enerji kaynaklariyla
calistirilmasidir.  Google ve Microsoft gibi sirketler veri
merkezlerinde %100 yenilenebilir enerji hedeflerine yonelmistir
(Google Sustainability Report, 2023).

Bunun yaninda “karbon bilincine sahip zamanlama” (carbon-
aware scheduling) yaklasimi, model egitimini enerji sebekesinin
karbon yogunlugunun diisiik oldugu zaman dilimlerine planlayarak
emisyonlar1 azaltmay1 hedefler.

5. Siirdiiriilebilirlik Icin Yapay Zeka Uygulamalar

Siirdiiriilebilirlik;  ¢evresel, ekonomik ve toplumsal
bilesenleri kapsayan biitlinciil bir doniisiim gerektirmektedir. YZ,
veri isleme kapasitesi, tahmin kabiliyeti ve otomasyon potansiyeli
sayesinde  slirdiiriilebilirlik ~ hedeflerine  dogrudan  katki
saglayabilecek temel teknolojiler arasinda bulunmaktadir.

5.1. Iklim Degisikligi Modellemesi ve Erken Uyar: Sistemleri

Iklim sistemleri oldukca karmasik, ¢cok degiskenli ve uzun
vadeli dinamiklere sahiptir. YZ, bu karmasik yapilar1 daha dogru ve
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hizl1 sekilde modellemek i¢in kullanilabilmektedir. Derin sinir
aglari, tekrarlayan sinir aglar1 (RNN), evrisimli aglar (CNN) ve artik
son yillarda transformatér temelli modeller ile iklim
simiilasyonlarinin dogrulugu artmistir (Reichstein et al., 2019).

YZ destekli iklim modelleri su alanlarda 6ne ¢ikmaktadir:

e Asint hava olaylarinin tahmini: Sel, firtina, sicak hava
dalgalar1.

e Uzun vadeli iklim projeksiyonlari: Karbon emisyon
senaryolarinin degerlendirilmesi.

e Uydu verilerinin islenmesi: Bulut, acrosol, bitki ortiisii ve
deniz yiizeyi sicaklik degisimlerinin analizi.

5.2. Akilli Enerji Yonetimi ve Akilh Sehir Uygulamalar

Enerji tiikketiminin optimize edilmesi siirdiiriilebilirligin
temel bilesenlerinden biridir. YZ, enerji yonetiminde 6zellikle:

e Talep tahmini,

o Akill sebeke (smart grid) optimizasyonu,
e Enerji depolama planlamasi,

e Binalarda enerji verimliligi,

e Yenilenebilir enerji liretiminin kestirimi
gibi alanlarda kullanilmaktadir (Alova, 2020).

Ornegin riizgdr ve giines enerjisi iiretimi dogasi geregi
degiskendir. YZ, hava durumu verilerini kullanarak {iretimi
ongorebilir ve sebeke dengesini saglamaya yardimci olabilir. Akill
sehir sistemlerinde ise YZ; trafik akisi, sokak aydinlatmasi, su
kullanim1 ve enerji tiiketimini gergek zamanli yoneterek karbon
salimin azaltir (Sekil 1).
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Sekil 1 Akillr sehirlerde YZ destekli enerji yonetim bilesenleri
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5.3. Siirdiiriilebilir Tarim ve Hassas Tarim Teknolojileri

YZ, tarimsal dretimin hem verimliligini hem de
stirdiiriilebilirligini artirmak i¢in kritik bir rol iistlenmektedir. Hassas

tarim (precision agriculture) kapsaminda YZ su uygulamalarda
kullanilmaktadir:

Dron ve uydu goriintiileriyle Triin saghigi analizi
(Kamilaris & Prenafeta-Boldu, 2018)

Sulama optimizasyonu

Toprak nemi, pH ve besin seviyesine dayali giibreleme
planlamasi

Zararl tespiti ve hastalik siniflandirmast

Hasat zamaninin tahmini

Bu uygulamalar kaynak kullanimin1 azaltarak cevresel
sirdiiriilebilirlige 6nemli katki saglar.
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5.4. Su Kaynaklarimin Yonetiminde YZ Uygulamalan

Iklim degisikligi nedeniyle su kitlig1 ve kaynaklarin verimsiz
yonetimi giderek kritik hale gelmistir. YZ, su kaynaklarinin
korunmasinda su alanlarda kullanilmaktadir:

e Su talebi tahmini

e Su kayiplarinin (kagak) tespiti

e Yeralti su seviyelerinin izlenmesi

e Tagskin risk analizi

e Sulama sistemlerinin otonom kontrolii

Cesitli calismalar, YZ modellerinin geleneksel hidrolik
modellere kiyasla daha dogru tahminler sundugunu gdstermistir
(Mosavi, Ozturk & Chau, 2018).

5.5. Atik Yonetimi ve Geri Doniisiim Siireclerinde YZ

Atik  yOnetimi, siirdiiriilebilirlik  politikalarinin  temel
bilesenlerinden biridir. YZ atik yonetimi siireclerinde:

e Geri doniisebilir malzemelerin otomatik
siniflandirilmasi,

e Atik toplama gilizergdhlarinin optimizasyonu,
e Atik Giretim miktarinin tahmini,

e Atik ayristirma robotlari,

¢ Geri doniisiim tesislerinde kalite kontrol

gibi uygulamalarda kullanilmaktadir.

Ozellikle derin 6grenme temelli goriintii isleme teknikleri,
geri doniisiim hatlarinda dogruluk ve hiz artis1 saglamaktadir (Sekil
2).
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Sekil 2 YZ tabanli geri doniistim ayristirma sistemi
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5.6. Biyocesitliligin Korunmasinda YZ

Biyogesitlilik kaybi kiiresel ekosistem ic¢in dnemli bir risk
olusturmaktadir. YZ, bu alanda asagidaki uygulamalarda
kullanilmaktadir:

Vahsi yasam izleme (kamera tuzaklari, akustik sensorler)
Nesli tiikkenmekte olan tiirlerin tespiti

Ekosistem degisikliklerinin uydu goriintiileriyle analizi
Kagak avcilik tespiti i¢in erken uyar1 sistemleri

Tur smiflandirma modelleri

6. Yesil YZ Politikalari, Standartlar ve Regiilasyonlar

YZ sistemlerinin artan enerji tiiketimi ve g¢evresel etkileri
hem ulusal hem de uluslararas1 diizeyde diizenleyici gergevelerin

olusturulmasini zorunlu hale getirmistir. Yesil YZ politikalari;
yalnizca teknolojinin gelistirilme stirecini degil, ayn1 zamanda enerji
altyapisi, veri yonetimi, etik ilkeler ve kurumsal siirdiirtilebilirlik
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standartlarin1 da kapsamaktadir. Bu baglamda, cesitli iilkeler ve
uluslararas1 kuruluslar ¢evresel agidan sorumlu YZ kullanimini
tesvik eden stratejiler gelistirmektedir.

6.1. Uluslararasi Stratejiler ve Politikalar

6.1.1. Avrupa Birligi (AB) Yaklasimlari

Avrupa Birligi, YZ’nin c¢evresel etkilerinin azaltilmasi
konusunda en kapsamli stratejilere sahip bolgesel aktdrlerden biridir.
Avrupa Yesil Mutabakati (European Green Deal) kapsaminda veri
merkezlerinin 2030 yilina kadar karbon-notr olmasi hedeflenmistir
(European Commission, 2019).

Ayrica AB Yapay Zeka Yasast (Al Act), yiiksek riskli YZ
sistemleri ic¢in enerji verimliligi raporlama ve c¢evresel etki
degerlendirmesi gibi yiiklimliiliikleri giindeme getirmektedir. Bu
diizenleme, YZ sistemlerinin yalnizca etik ve giivenlik acisindan

degil, cevresel siirdiiriilebilirlik agisindan da hesap verebilir olmasini
hedefler.

6.1.2. OECD Yapay Zeka Ilkeleri

OECD’nin 2019 yilinda kabul ettigi Yapay Zeka Ilkeleri,
cevresel siirdiiriilebilirligi dogrudan vurgulayan uluslararasi
standartlardan biridir. Ilkelerden biri, YZ’ nin “kapsayic1 bilyiime,
stirdiiriilebilir kalkinma ve refah” i¢in kullanilmasini tesvik eder
(OECD, 2019). Bu cergeve, Yesil YZ yaklagimlarinin kiiresel 6lgekte
benimsenmesini desteklemektedir.

6.1.3. Birlesmis Milletler ve UNEP Yaklasimlar:

Birlesmis Milletler Cevre Programi1 (UNEP), dijitallesmenin
cevresel etkilerini azaltmaya yonelik ¢esitli rehberler hazirlamistir.
Ozellikle Dijital Siirdiiriilebilirlik Girisimleri kapsaminda YZ’nin
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enerji kullaniminin seffaflagtirilmasi ve siirdiiriilebilir altyapilarla
desteklenmesi onerilmektedir (UNEP, 2020).

6.2. Kurumsal Siirdiiriilebilirlik Hedefleri

Kiiresel 0Olgekli teknoloji sirketleri, c¢evresel etkilerini
azaltmak amaciyla Cevresel-Sosyal-Yonetisim (Environmental,
Social, Governance — ESG) ilkelerini stratejik planlamalarina
entegre etmektedir. Google, Microsoft ve Amazon gibi sirketler;

e %100 yenilenebilir enerji ile calisma hedefleri,

e Karbon negatif veya karbon nétr olma taahhiitleri,
e Veri merkezlerinde 1s1 geri-kazanim sistemleri,

e Algoritmik verimlilik artirma programlari

gibi uygulamalar gelistirmektedir.

Bu yaklasimlar YZ’nin yalnizca performans odakli degil,
strdiiriilebilirlik odakli degerlendirilmesi gerektigini kurumsal
acidan pekistirmektedir.

6.3. Karbon-Notr YZ Girisimleri ve Standardizasyon Cabalar

YZ altyapisinin karbon ayak izinin hesaplanabilir ve seffaf
olmas1 i¢in ¢esitli arastirma gruplart ve kurumlar standartlar
gelistirmektedir.

6.3.1. Karbon Muhasebesi Araclari

Bu araglarin ortak amaci, YZ calismalarinin enerji ve karbon
etkisini hesaplamay1 standartlastirmaktir. Bu araglardan baglicalari:

e ML CO: Impact (Lacoste et al., 2019): Model egitim
islemlerinin karbon salimini hesaplamak icin kullanilan
en bilinen araglardan biridir.
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e (Carbontracker (Anthony et al., 2020): YZ model egitim
stireglerinin enerji kullanimini 6l¢mek i¢in gelistirilen bir
Python kiitiiphanesidir.

e (CodeCarbon (Schmidt et al.,, 2021): Cesitli makine
ogrenimi framework'leri ile entegre olabilen a¢ik kaynak
bir karbon izleme aracidir.

6.3.2. ISO Standartlarn ve Gelisen Regiilasyonlar

ISO/IEC JTC 1/SC 42 komitesi, yapay zeka icin standartlar
gelistirmekle sorumludur. Heniiz Yesil YZ'ye 6zel bir uluslararasi
standart bulunmasa da ISO 14064 (karbon ayak izi hesaplama), ISO
50001 (enerji yoOnetim sistemleri) standartlar1 YZ altyapilarinda
dolayli olarak kullanilmaktadir. Yakin gelecekte YZ karbon
raporlama standartlarinin daha net bigimde tanimlanmasi
beklenmektedir.

6.4. Etik Cerceveler ve Sorumlu YZ flkeleri

Yesil YZ, yalnizca teknik bir optimizasyon meselesi degil
ayni zamanda etik bir gerekliliktir. Cevresel etkilerin goz ardi
edilmesi, YZ sistemlerinin toplumsal esitsizlikleri derinlestirmesine
ve ¢evresel adaletsizliklere yol acabilir. Etik ¢ergevelerde one ¢ikan
ilkeler:

e Hesap verebilirlik: Cevresel etkilerin seffaf raporlanmasi

e Siirdiiriilebilirlik: ' YZ modellerinin ¢evreye duyarl
gelistirilmesi

e Adalet: Cevresel yiikiin esitsiz dagiliminin 6nlenmesi

e Erisilebilirlik: Yiiksek hesaplama giicline dayali YZ
modellerinin yarattig1 dijital ugurumun azaltilmasidir.
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6.5. Tiirkiye’de Yesil YZ Politikalar: ve Stratejiler

Tiirkiye, 2021 yilinda yayimlanan Ulusal Yapay Zeka
Stratejisi ile YZ yatinmlarini artirmayi, YZ ekosistemini
gelistirmeyi ve veri altyapisint giiclendirmeyi hedeflemistir (T.C.
Sanayi ve Teknoloji Bakanligi, 2021). Ancak Yesil YZ’ye yonelik
diizenlemeler heniiz baslangi¢ asamasindadir. Tiirkiye’de ¢evresel
stirdiiriilebilirlik ve dijitallesme alanindaki politikalar;

e Yesil Mutabakat Eylem Plani,

e Sifir Atik Politikasi,

e Dijital Tiirkiye girigimi,

e Enerji verimliligi eylem planlar1

ile sekillenmektedir. Bu stratejiler, Yesil YZ uygulamalarinin
hayata geg¢irilmesi i¢in 6nemli bir zemin sunmaktadir.

Tiirkiye’nin gelecekte atmasi gereken adimlar arasinda:
e YZ projelerinde karbon raporlama zorunlulugu,

e Veri merkezlerinde yenilenebilir enerji  kullanim
oranlarinin artirilmasi,

e Yerli Yesil YZ aragtirmalarinin desteklenmesi
siralanabilir.
7. Yesil YZ Ekosistemi ve Endiistriyel Yaklasimlar

Yesil YZ cekosistemi; kamu kurumlari, ozel sektor
kuruluglar1, arastirma laboratuvarlari, sivil toplum orgiitleri ve
uluslararas1 kuruluglarin ortak katkilariyla sekillenen ¢ok bilesenli
bir yapidir. Bu ekosistem, hem YZ modellerinin enerji verimliligini
artirmayr hem de c¢evresel siirdiiriilebilirligi  destekleyen
uygulamalarin yayginlastirilmasini hedeflemektedir.
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7.1. Biiyiik Teknoloji Sirketlerinin Yesil Doniisiim Calismalar:
7.1.1. Google

Google, 2030 yilina kadar 24 saat tamamen karbon-sifir
enerjiyle ¢alisma hedefi koymustur (Google, 2023). Sirket, veri
merkezlerinde;

e Karbon-farkindalikli zamanlama (carbon-aware
scheduling),

e Verimli sogutma sistemleri,
e YZ tabanli enerji optimizasyonu

kullanmaktadir.

7.1.2. Microsoft

Microsoft, 2030 yilima kadar karbon-negatif olacagini
aciklamis ve veri merkezlerinde enerji kullanimimi YZ destekli
izleme sistemleriyle optimize etmektedir (Microsoft, 2020).

7.1.3. Amazon

Amazon, 2025 yilina kadar tim operasyonlarinda %100
yenilenebilir enerjiye gec¢is hedefini duyurmustur. Ayrica EC2
altyapisinda daha enerji verimli Graviton islemcileri kullanarak
karbon yogunlugunu azaltmaktadir.

7.2. Yesil YZ Start-up Ekosistemi ve Yenilik¢i Girisimler

Yeni nesil girisimler Yesil YZ  teknolojilerinin
gelistirilmesinde yenilik¢i ¢oziimler sunmaktadir. Bu girisimler
genellikle enerji izleme, karbon azaltim teknolojileri, verimli model
egitimi ve siirdiiriilebilir altyapilar iizerine yogunlagsmaktadir.

One ¢ikan start-up tiirleri:

e Karbon izleme ve seffaflik sistemleri gelistiren girisimler
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Verimli YZ modelleri ve optimizasyon araglari sunan
girigimler

Veri merkezleri i¢in enerji optimizasyon yazilimlari
sunan sirketler

Atik yonetimi ve geri doniisim i¢in YZ ¢6zliimleri
gelistiren girisimler

Bu girisimler, geleneksel biiyiik teknoloji sirketlerine gore
daha c¢evik olduklart i¢in Yesil YZ inovasyonunun hizini
artirmaktadir.

7.3. Bilimsel Arastirma Egilimleri ve Akademik Laboratuvarlar

Yesil YZ arastirmalari, 6zellikle son bes yilda hizla yiikselen
bir akademik alan haline gelmistir. One ¢ikan arastirma topluluklari
ve laboratuvarlar sunlardir:

MILA — Quebec Al Institute: Enerji verimli 6grenme ve
karbon ayak izi hesaplamasi iizerine Oncii caligmalar
(6rn. CodeCarbon kiitiiphanesi) gergeklestirmektedir.

Allen Institute for Al (AI2): Yesil Yapay Zeka kavramini
sistematik sekilde ilk ortaya koyan kurumlardan biridir
(Schwartz et al., 2020).

Stanford Sustainability & Al Lab: Siirdiiriilebilir tarim,
enerji ve iklim arastirmalari i¢in YZ modelleri
gelistirmektedir.

DeepMind: Veri merkezi sogutma sistemlerinde YZ
tabanli kontrol algoritmalari ile enerji tiikketimini %40'a
varan oranlarda azaltmistir (Evans & Gao, 2016).

—-62--



7.4. Acik Kaynak Araclar ve Topluluk Destekleri

Acik kaynak ekosistemi, Yesil YZ’nin yayginlasmasinda
kritik bir role sahiptir. Asagidaki araclar ve topluluklar, enerji ve
karbon odakli YZ gelistirme siireclerini desteklemektedir:

CodeCarbon: ML islemlerinin karbon etkisini izleyen
acik kaynak arag¢ (Schmidt et al., 2021).

Carbontracker: Egitim siiresince enerji tiiketimini tahmin
eden ve raporlayan Python tabanli arac.

Hugging Face — Optimum Framework: Transformers
modelleri i¢in quantization, pruning, distillation gibi
verimlilik tekniklerini kolaylastirir.

TensorFlow Model Optimization Toolkit: Kiiciiltiilmiis,
diisiik enerji tiiketen YZ modelleri gelistirmek icin
kullanilan arag seti.

PyTorch FX ve seyreklestirme (sparsity) araclari: Model
sikistirma ve diisiik karmasikliklt mimari olusturma igin
kullanilr.

Bu araglar, arastirmacilarin enerji verimli modeller
gelistirmesini kolaylagtirarak Yesil YZ’nin demokratiklesmesini

saglamaktadir.

7.5. Siirdiiriilebilir Donanim Tasarimi ve Yeni Nesil Islemciler

Enerji verimli YZ sistemleri i¢in donanim seviyesinde
gelistirilen teknolojiler de ekosistemin kritik bir pargasidir. Enerji

verimli donanim yaklasimlarina 6rnek olarak sunlar verilebilir:

ARM tabanli islemciler (6rn: AWS Graviton)
Daha az giic tiiketen GPU’lar

Noral isleme birimleri (NPU)
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e Ug (edge) cihazlar i¢in optimize edilmis hizlandiricilar

e Yaklastk  hesaplama  (approximate  computing)
yaklagimlari

Donanim inovasyonunun amaci, daha diisiik giic tiiketimiyle
daha ytiksek hesaplama kapasitesi sunmaktir.

8. Zorluklar, Riskler ve Tartismalar

Yesil YZ yaklagimi, siirdiiriilebilir kalkinmay1 destekleyen
onemli firsatlar sunmasina ragmen c¢ok yonlii zorluklar ve
tartisgmalara da sahiptir. Bu tartismalar; teknik sinirliliklar,
Olgeklenebilirlik problemleri, enerji-performans dengesi, etik
sorumluluklar, dijital esitsizlikler ve “yesil yikama” (greenwashing)
risklerini igcermektedir.

8.1. Enerji — Performans Ikilemi

YZ modellerinde performans, 6zellikle son yillarda biiytik
Olcekli derin O6grenme modellerinin yayginlagmasiyla birlikte
parametre sayisi, veri biiylikliigli ve hesaplama kapasitesine bagimli
hale gelmistir (Kaplan et al., 2020). Bu durum, daha iyi sonug elde
etmek i¢in daha biiyiik modellerin egitilmesini tesvik etmektedir.
Ancak model boyutunun artmasi; egitim siiresini, hesaplama
maliyetini, enerji tliketimini ve karbon salimmi dogrudan
yukseltmektedir.

Bu nedenle Yesil YZ’nin temel tartismalarindan biri, “Enerji
verimliligi ile model performansini ayni anda artirmak miimkiin
midiir?” sorusuna odaklanmaktadir. Baz1 durumlarda kiigiik ve
optimize modeller, biiylikk modellerle benzer performans
saglayabilse de oOzellikle biylik dil modelleri gibi alanlarda
performans—enerji dengesi héla bilimsel tartisma konusudur.
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8.2. Veri Merkezlerinin Siirdiiriilebilirlik Kapasitesindeki
Siirhliklar

YZ’nin ¢evresel etkileri yalnizca model seviyesinde degil;
veri merkezlerinin altyapisinda da belirgin hale gelmektedir. Veri
merkezlerinin biiyiikliigii ve enerji ihtiyaci arttikca;

¢ yenilenebilir enerjiye erigim siirli kalabilmekte,
e sogutma sistemleri asir1 enerji tiiketebilmekte,
e atik 11 geri kazanimi her zaman uygulanamayabilmekte,

e konumsal esitsizlikler nedeniyle baz1 bolgelerde daha
yiiksek karbon yogunluguna bagl enerji
kullanilabilmektedir.

IEA (2022) raporlarina gore veri merkezlerinin kiiresel
elektrik talebi siirekli artmakta ve siirdiiriilebilir enerji kaynaklari bu
talebi her zaman karsilayamamaktadir. Bu durum Yesil YZ
stratejilerinin  hayata gecirilmesinde altyapt temelli engeller
yaratmaktadir.

8.3. Algoritmik Siirdiirillemezlik: “Bigger is Better”
Paradigmasinin Sinirlari

YZ aragtirmalarinda uzun siire “bigger is better” (daha biiyiik
modellerin daha iyi oldugu) yaklagimi hakim olmustur. Bu yaklagim;
daha biiyiik veri setleri, daha derin aglar, daha fazla parametre ve
daha uzun egitim siireleri ile daha iyi sonu¢ elde edilecegini
varsaymaktadir. Ancak Strubell et al. (2019), dev modellerin makul
performans artisina karsin asirt Olgekte enerji maliyetlerinin
stirdiiriilebilir olmadigin1 gostermistir. Bu durumda iki temel risk
ortaya ¢cikmaktadir:
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Olgeksel verimsizlik: Model biiyiidiikge performans
artis1 azalmakta, fakat karbon maliyeti katlanarak
artmaktadir.

Aragtirma esitsizligi: Sadece biiyiik sirketler bu modelleri
egitebildigi i¢in akademik kuruluslar ve kiigiik
laboratuvarlar rekabet giiciinii kaybetmektedir.

Bu sorunlar, Yesil YZ’ nin etik ve erisilebilirlik boyutlarini da
giindeme getirmektedir.

8.4. Yesil Yikama (Greenwashing) Riski

Teknoloji sirketlerinin siirdiiriilebilirlik iddialar1 her zaman
gercek veriler ile ortiismeyebilir. Bazi sirketler;

karbon nétr hedeflerini yalnizca karbon kredileriyle
saglamakta,

veri merkezlerinde kullanilan toplam enerji miktarini
paylasmamakta,

YZ modellerinin gercek enerji-maliyet raporlarim
aciklamamakta,

optimizasyon tekniklerini yalnizca pazarlama araci
olarak sunmaktadir.

Al Now Institute (2021), bircok sirketin enerji tiiketimini
sistematik olarak raporlamadigini, cevresel etkilerin ¢ogu zaman
seffaflik eksikligi nedeniyle kamunun denetiminden uzak kaldigini

belirtmektedir. Bu durum, Yesil YZ caligmalarinin giivenilirligini
azaltan 6nemli bir tartigsmadir.

8.5. Dijital Erisim, Adalet ve Esitsizlik Sorunlari

YZ altyapilarinin yiiksek enerji ve donanim gereksinimleri,
teknolojinin erigilebilirligini sinirlamakta ve dijital esitsizligi
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artirmaktadir. Biiyiilk modelleri egitmek i¢in gereken donanim
maliyetleri Ozellikle gelismekte olan iilkeler, kiigiik arastirma
laboratuvarlari, kamu tiniversiteleri ve sivil toplum kuruluslar i¢in
erisilemez hale gelebilmektedir.

Bu durum, “teknolojik gili¢ yogunlasmasi” (technology
concentration) olarak adlandirilmakta ve cevresel siirdiirtilebilirlik
ile toplumsal adalet arasindaki iligkiyi tartismaya agmaktadir
(Birhane, 2022). Nihai olarak, YZ gelistirmenin maliyetinin yalnizca
cevresel degil; toplumsal bir maliyet olarak da ele alinmasi
gerekmektedir.

8.6. Diizenleyici Cercevelerdeki Bosluklar ve Uygulama
Zorluklan

Yesil YZ politikalar1 gelismekte olan bir alandir ve
diizenleyici gergeveler heniiz tam olgunlasmis degildir. One ¢ikan
bosluklar sunlardir:

e Uluslararas1 diizeyde karbon muhasebesi standardi
yoktur.

e YZ egitim siireglerinin enerji tliketimini raporlama
zorunlulugu ¢ogu iilkede bulunmamaktadir.

e Seffaf veri paylasimi eksiktir.

e Donanim liretim dongiisiiniin ¢evresel etkileri cogunlukla
g6z ard1 edilmektedir.

o Yesil YZ sertifikasyon siiregleri hentiz olugsmamastir.

Bu eksiklikler, Yesil YZ uygulamalarinin 6lgeklenmesini ve
hesap verebilirligini zorlagtirmaktadir.
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9. Gelecek Perspektifi

Yesil YZ, enerji verimliligini merkezine alan ve g¢evresel
etkileri azaltmayr hedefleyen biitiinctil bir yaklasimdir. Bu
yaklagimin gelecegi, temel arastirma alanlarinin gelismesi, donanim
ve yazilim optimizasyonlarinin ilerlemesi, diizenleyici ¢ergevelerin
olgunlagmasi ve kiiresel siirdiiriilebilirlik hedefleriyle biitiinlesmesi
ile sekillenecektir. Gelecekte Yesil YZ’nin yalnizca teknik
¢oziimlerden ibaret olmayacagi; etik, ekonomik ve toplumsal
boyutlar1 igeren kapsamli bir doniisiim yaratacagi 6ngoriilmektedir.

9.1. Ultra Verimli Model Mimarileri ve Hesaplama
Yaklasimlar:

Oniimiizdeki yillarda YZ arastirmalarmin en  kritik
odaklarindan biri, ultra verimli model mimarileri gelistirmek
olacaktir. Su anda bile model sikistirma, diisiik-bit nicemleme,
budama ve bilgi damitma teknikleri enerji kullanimini ciddi dlgiide
azaltmaktadir. Ancak gelecekte bu tekniklerin 6tesine gecilerek;

e Sifir atik hesaplama yaklagimlari,
e Diistik enerji tiiketimli néral mimariler,
e Hafiza verimliligi yiiksek YZ cekirdekleri,

e Adaptif karmasikliga sahip modeller (gerektikce
biiyliyen veya kiiclilen modeller),

e Noral aglar yerine enerji verimli hesaplama
paradigmalari

gelistirilecegi ongoriilmektedir.
9.2. YZ’de Karbon Muhasebesinin Standardizasyonu

Gelecekte YZ projelerinin karbon ayak izlerinin rutin olarak
hesaplanmas1 ve raporlanmasi beklenmektedir. Bugiin hala farkl
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araclar (CodeCarbon, Carbontracker) farkli Olgiim yontemleri
sunmakta, kiiresel bir standart bulunmamaktadir.

Uluslararasi kuruluglarin (ISO, OECD, Avrupa Komisyonu)
enerji tiiketimi ve karbon salimi raporlamasini zorunlu kilmasi
halinde;

e her YZ modeli i¢in “karbon etiketi”,

e cgitim slireci boyunca gercek zamanli karbon izleme,

e veri merkezleri i¢cin karbon yogunluk sertifikasyonu,

e arastirma yayinlarinda zorunlu enerji raporlama
boliimleri

gibi uygulamalarin yayginlasmasi beklenmektedir.

Bu siireg, YZ arastirmalarimin seffafligini artiracak ve
stirdiiriilebilirlik konusunda hesap verebilirlik olusturacaktur.

9.3. Otonom Sistemlerde Siirdiiriilebilirlik Odaklh
Optimizasyon

Akilli sehirler, ulagim sistemleri, tarim robotlar1 ve
endiistriyel otomasyon sistemleri gibi otonom yapilar gelecekte YZ
destekli siirdiiriilebilirlik uygulamalarinin kritik bilesenleri olacaktir.
Ornegin:

e Otonom araglarda enerji verimli rota planlama,

e Akilli sehirlerde karbon yogunlugunu azaltan trafik
optimizasyonu,

e Tarim robotlarinda su ve giibre kullaniminin en aza
indirilmesi,
e Lojistikte karbon salimin1 azaltan dagitim planlamasi

gibi uygulamalar YZ sayesinde daha etkili hale gelecektir.
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Bu sistemlerde verimlilik yalnizca teknik degil, cevresel
faydaya odakli olacaktir. Yapilan calismalar, otonom sistemlerin
enerji tiiketimini optimize edebildigini ve karbon salimin %2040
oraninda azaltabildigini gostermektedir (Liu & Xu, 2021).

9.4. Dongiisel Ekonomi ve YZ Entegrasyonu

Dongiisel ekonomi, kaynak kullaniminmi azaltan ve atik
iiretimini minimize eden siirdiiriilebilir bir tiretim yaklasimidir. YZ,
dongiisel ekonomiye su alanlarda biiyiik katki saglayacaktir:

e Uriin yasam dongiisii analizinde otomatik veri isleme,
e Atiklarin ger¢ek zamanl ayristirilmasi,

e Yeniden kullanim ve geri donlisim i¢in malzeme
siniflandirmast,

e Ariza tahmini ile Girlin dmriiniin uzatilmasi,
e Dongiisel tedarik zinciri planlamasi.

YZ’nin veri odakl1 optimizasyon giicii, dongiisel ekonominin
operasyonel siireclerini gii¢clendirecek ve daha az kaynakla daha
yiiksek deger {retilmesini saglayacaktir (Ellen MacArthur
Foundation, 2022).

9.5. 2030 ve 2050 Ufuklarinda Yesil YZ Soylemi

Uzun vadede Yesil YZ’nin kiiresel siirdiiriilebilirlik
hedefleriyle dogrudan baglantili olacagi ongoriilmektedir.

2030 Ongoriileri:

e Veri merkezlerinin biiyiik kisminin yenilenebilir enerji ile
caligsmasi,

e YZ egitim siire¢lerinde karbon izleme zorunlulugu,
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e Model egitimi i¢in enerji verimli donanimlarin standart
hale gelmesi,

e Sechirlerde YZ tabanli enerji yOnetim sistemlerinin
yayginlagmast,

e Karbon-n6tr YZ mimarilerinin ortaya ¢ikmast.
2050 Ongoriileri:

e Karbonsuz (zero-carbon) YZ altyapilarinin kiiresel norm
olmasi,

e Noromorfik ve kuantum tabanl ultra diisiik enerjili YZ
sistemlerinin yayginlagmasi,

e Dongiisel ekonomi sistemlerinin tamamen otonom YZ
tarafindan yonetilmesi,

e Kiiresel YZ arastirmalarinda enerji verimliliginin temel
performans oOlgiitlerinden biri olmas.

10. Sonug¢

Yesil YZ yaklasimi, gilinlimiiziin hizla gelisen dijital
ekosisteminde siirdiiriilebilirlik, enerji verimliligi ve g¢evresel
sorumluluk gereksinimlerinin bir sonucu olarak ortaya ¢ikmistir. YZ
sistemlerinin  giderek artan hesaplama giicii ihtiyaci, veri
merkezlerinin enerji tiikketimindeki biiylime ve biyik O6lgekli
modellerin karbon ayak izi, klasik YZ arastirma ve uygulama
paradigmalarin1 yeniden degerlendirmeyi zorunlu kilmaktadir. Bu
baglamda Yesil YZ, yalnizca teknik bir optimizasyon siireci degil;
ayni zamanda etik, politik, toplumsal ve ekonomik boyutlar1 olan
cok katmanli bir doniistim alanidir.

YZ sistemlerinin ¢evresel etkileri model egitimi, ¢ikarim
stirecleri, donanim iiretimi ve veri merkezi altyapilarinin tamamini
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iceren genis bir yelpazeye yayilmaktadir. Bu etkilerin azaltilabilmesi
icin gelistirilen teknik ¢oziimler arasinda enerji verimli mimariler,
model sikistirma yontemleri, 6zdenetimli 6grenme yaklasimlari, ug
YZ ve federe 6grenme gibi dagitik yontemler 6ne ¢ikmaktadir.
Bunlar hem enerji tiilketimini hem de veri hareketini azaltarak
cevresel maliyetleri diisiirmektedir.

Yesil YZ’nin yalnizca teknik diizeyde degil, uygulama
alanlarinda da siirdiriilebilirlige c¢ok yonlii katkilar sundugu
goriilmektedir. Iklim modelleme, akilli enerji ydnetimi,
sirdiiriilebilir tarim, su kaynaklar1 yonetimi, atik yonetimi,
biyocesitlilik izleme ve dongiisel ekonomi gibi alanlarda YZ,
cevresel problemlerin ¢6zlimiinde giiglii bir ara¢ haline gelmistir. Bu
katkilar, gelecekte YZ’nin siirdiiriilebilir kalkinmanin temel
bilesenlerinden biri olacagini géstermektedir.

Ancak Yesil YZ yolculugu Onemli zorluklar da
barindirmaktadir. Enerji—performans ikilemi, veri merkezlerinin
stirdiiriilebilirlik kapasitesi, biiyiik 6l¢ekli modellerin yarattig1
cevresel ve toplumsal esitsizlikler, diizenleyici ¢ercevelerin
yetersizligi ve yesil yikama riskleri bu alandaki kritik tartigma
noktalaridir. Bu zorluklarin asilabilmesi i¢in seffaf karbon
muhasebesi, zorunlu enerji raporlama standartlari, siirdiiriilebilir
donanim tasarimlart ve etik yonetisim yaklasimlar: oncelikli
ithtiyaglar arasindadir.

Gelecege yonelik degerlendirmeler, Yesil YZ’ nin 2030 ve
2050 yillarina dogru giderek daha merkezi bir konuma yerlesecegini
gostermektedir. Ultra verimli model mimarilerinin yayginlagsmasi,
karbon-ndtr YZ altyapilarinin norm haline gelmesi, dongiisel
ekonomi siireclerinin YZ tarafindan desteklenmesi ve otonom
sistemlerde  enerji  odakli  optimizasyon  yaklasimlarinin
benimsenmesi, bu doniisiimiin somut gostergeleri olacaktir. Ayrica,
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uluslararas1 kuruluslarin ve devletlerin siirdiiriilebilir dijitallesme
politikalari, Yesil YZ nin standartlasmasini hizlandiracaktir.

Sonu¢ olarak Yesil YZ, modern YZ arastirma ve
uygulamalarinin yoniinii belirleyen stratejik bir alan olarak ortaya
cikmistir. YZ sistemlerinin ¢evresel etkilerinin azaltilmasi, yalnizca
teknoloji gelistiren kuruluslar i¢in degil; politika yapicilar,
akademisyenler, endiistri uzmanlar1 ve toplumun tiim aktorleri igin
ortak bir sorumluluktur. Hem yerel hem de kiiresel diizeyde
sirdiiriilebilir kalkinma hedeflerine ulasilabilmesi, Yesil YZ
yaklagimlarinin biitiinciil bi¢imde benimsenmesine baghdir. Bu
nedenle Yesil YZ, gelecegin yalnizca daha verimli degil, ayni
zamanda daha adil, daha seffaf ve daha siirdiiriilebilir bir dijital
ekosistemi i¢gin vazgegilmez bir yol haritasi sunmaktadir.
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ACIKLANABILIR YAPAY ZEKA: KURAMSAL
TEMELLER VE YAKLASIMLAR

OSMAN EROL?
1. Giris

Yapay zekad (YZ) teknolojileri, son yillarda saglik, finans,
egitim, kamu yOnetimi ve siber giivenlik gibi bir¢ok alanda karar
verme siireglerinin merkezine yerlesmistir. Makine 6grenmesi ve
ozellikle derin 6grenme tabanli modeller, biiyiik veri kiimeleri
iizerinde yiiksek dogruluk ve performans saglayarak insan
yetkinliklerini asan sonuglar liretebilmektedir. Ancak bu teknolojik
ilerleme, beraberinde 6nemli bir soruyu da giindeme getirmistir:
Yapay zeka sistemleri yalnizca dogru sonuglar tiretmekle yetinmeli
midir, yoksa bu sonuglarin nasil iiretildigi de anlasilabilir olmal
midir? Bu soru, giinimiizde yapay zekad arastirmalarinin ve
uygulamalarmin ~ en  kritik tartisma  alanlarindan  birini
olusturmaktadir.

Ozellikle karmasik ve ¢ok katmanli modellerin
yayginlagsmasiyla birlikte, yapay zeka sistemlerinin karar

3 Dog.Dr. Burdur Mehmet Akif Ersoy Universitesi, Bilgisayar ve Ogretim
Teknolojileri Egitimi, Orcid: 0000-0002-9920-5211
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mekanizmalar1 giderek daha opak hale gelmis; bu durum literatiirde
“kara kutu problemi” olarak adlandirilmistir. Kara kutu niteligindeki
sistemler, yiiksek dogruluk oranlarina ragmen, neden belirli bir
ciktry1 trettiklerini agiklamakta yetersiz kalmaktadir. Bu durum,
kullanict  giiveninin  zedelenmesine, hatali kararlarin  fark
edilememesine ve etik ya da hukuki sorumluluklarin
belirsizlesmesine yol agabilmektedir. Ozellikle insan hayatini, temel
haklar1 veya toplumsal adaleti dogrudan etkileyen alanlarda,
aciklanamayan algoritmik kararlar ciddi riskler barindirmaktadir.

Bu baglamda, giivenilir yapay zeka kavrami o6n plana
cikmaktadir. Gilivenilir yapay zeka; yalnizca teknik olarak dogru
calisan sistemleri degil, ayn1 zamanda adil, seffaf, hesap verebilir,
giivenli ve insan merkezli yapilari ifade etmektedir. Uluslararasi
kuruluslar ve diizenleyici kurumlar, yapay zeka sistemlerinin bu
nitelikleri tasimasini giderek daha agik bigimde zorunlu hale
getirmektedir. Avrupa Birligi’nin Yapay Zeka Yasasit (Al Act) ve
Genel Veri Koruma Tiiziigi (GDPR) gibi diizenlemeler, 6zellikle
yiiksek riskli uygulamalarda agiklanabilirligi temel bir gereklilik
olarak konumlandirmaktadir.

Agiklanabilir Yapay Zeka (Explainable Artificial Intelligence
— XAI), tam da bu noktada ortaya ¢ikan kritik bir yaklagim olarak
degerlendirilmektedir. XAI, yapay zeka modellerinin iirettigi
kararlarin insanlar tarafindan anlasilabilir, yorumlanabilir ve
denetlenebilir bi¢cimde aciklanmasin1 amaglayan yontemler,
teknikler ve tasarim ilkeleri biitiiniidiir. Ag¢iklanabilirlik; kullanici
giivenini artirmanin yani sira, model hatalarinin tespit edilmesini,
Onyargilarin goriinlir hale gelmesini ve sistemlerin etik ve hukuki
denetime ac¢ilmasini miimkiin kilmaktadir. Bu yoniiyle XAl, teknik
bir ara¢ setinin Otesinde, yapay zeka ile toplum arasindaki iliskiyi
yeniden tanimlayan ¢ok boyutlu bir ¢ergceve sunmaktadir.
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2. Yapay Zeka ve Giivenilirlik Temelleri

Yapay zeka sistemleri gliniimiiziin dijital doniigiimiiniin
temel bileseni haline gelirken, bu teknolojilerin giivenilirligi hem
teknik hem de etik acidan kritik bir gereklilik olarak One
cikmaktadir. Ozellikle saglik, finans, egitim ve kamu yonetimi gibi
yiiksek etkili alanlarda kullanilan algoritmalarin yalnizca dogru
sonug iiretmesi yeterli degildir; ayn1 zamanda seffaf, izlenebilir, adil
ve giivenli sekilde ¢alismasi beklenmektedir. Giivenilirlik, yapay
zekdnin toplum tarafindan kabul edilmesini saglayan temel
unsurlardan biri olmakla birlikte, hatali kararlarin, 6nyargilarin veya
kotii niyetli manipiilasyonlarin 6niine gegebilmek icin gerekli bir
cergevedir. Bu boliim, yapay zeka sistemlerinin giivenilirlik
kavramini,  bilesenlerini ve neden glnimiiz teknolojik
ekosisteminde vazgecilmez bir rol istlendigini temellendirerek
kitabin sonraki boliimlerine teorik bir zemin sunmayi
amagclamaktadir.

2.1. Kara Kutu Problemi ve Aciklanabilirlik ihtiyaci

Glintimiizde kullanilan makine oOgrenmesi modelleri,
ozellikle derin Ogrenme tabanli yapilar, yiiksek dogruluk
saglamalarina ragmen genellikle “kara kutu” (black box) olarak
tanimlanmaktadir. Bunun nedeni, modelin i¢ isleyisinin, hangi
girdinin hangi karara nasil etki ettiginin cogu zaman insan tarafindan
acitkca goriilememesidir. Modelin  milyonlarca  parametresi
arasindaki karmasik etkilesimler, ¢ikan kararlarin nedenlerini
yorumlamay1 giiclestirmektedir (Burrell, 2016). Kara kutu
problemine iliskin temel kaygilar soyle siralanabilir:

e Karar Siirecinin Opakhgi: Kullanicilarin, modelin verdigi
kararin gerekgesini anlamamasi gliven sorununa yol agabilir.
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e Etik ve Hukuki Riskler: Ozellikle saglik, adalet ve kamu
yonetimi gibi alanlarda, aciklanamayan kararlar hatali
sonuglar dogurabilir ve ciddi etik sorunlara neden olabilir.

e Onyargi ve Ayrimahlk: Egitim verilerinde bulunan
toplumsal Onyargilar model kararlarina yansiyabilir; bu
durum fark edilmezse ayrimcilik gizli  bicimde
otomatiklesebilir (O’Neil, 2016).

e Model Giivenilirliginin Degerlendirilememesi:
Agiklanamayan bir sistemde hata kaynaklari, sinirliliklar ve
riskler belirlenemez.

2.2. Giivenilir Yapay Zeka: Kavramlar ve ilkeler

Gilvenilir yapay zeka, yalnizca dogru sonuglar iireten
sistemleri degil, ayn1 zamanda giivenli, adil, seffaf ve hesap verebilir
olan sistemleri ifade eder. Avrupa Birligi’nin “Trustworthy AI”
cercevesine gore bir yapay zekd sisteminin giivenilir kabul
edilebilmesi i¢in yedi temel ilkeyi karsilamasi gerekmektedir:

Insan kontrolii,

Teknik saglamlik,

Gizlilik ve veri yonetisimi,

Seftaflik,

Cesitlilik ve ayrimcilik karsithigs,

Toplumsal refaha katka,

Hesap verebilirlik (European Commission, 2019).

Bu ilkeler, YZ  sistemlerinin  yalmizca  teknik
performanslariyla degil, ayn1 zamanda toplumsal etkilere ve etik
degerlere gore de degerlendirilmesi gerektigini gostermektedir
(Tablo 1). Giivenilir YZ yaklagimi, miihendislik siireglerine etik
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sorumluluklarin dahil edilmesini ve risk temelli bir denetim
anlayisinin gelistirilmesini zorunlu kilmaktadir.

Tablo 1. Giivenilir Yapay Zeka Ilkeleri ve Ornek Uygulamalar

Ilke Aciklama Ornek

Seffaflik Model kararlarinin anlasilabilir | Kredi puanlama sistemi
olmasi

Adalet Onyargisiz karar iiretimi Ise alim algoritmalari

Teknik Modelin saldirilara kars1 Siber giivenlik tespit

saglamlik dayaniklilig1 sistemleri

2.3. Seffafik Kavram ve Yapay Zekada Onemi

Seffaflik, yapay zeka sisteminin isleyisinin, kullandig
verilerin, karar siireclerinin ve sinirliliklarinin anlasilabilir olmasi
anlamina gelir. Seffaflik yalnizca model mimarisinin teknik diizeyde
aciklanmasi degil, ayni1 zamanda sistemin kullaniciya neden belirli
bir ¢ikt1 sundugunu kavramsal acidan ifade edebilmesi anlamina
gelir. Arastirmalar, insanlarin bir YZ sistemine duydugu giivenin,
modelin performansindan ziyade modelin ne 6l¢iide anlasilabilir ve
aciklanabilir olduguna bagli oldugunu gostermektedir (Guidotti vd.,
2019). Bu nedenle seffaflik, hem tasarim asamasinda hem de
kullanict etkilesimi baglaminda stratejik bir gereklilik haline
gelmistir. Seffaf olmayan sistemlerde:

e Hatalar fark edilmeyebilir,

e Modelin giincellenmesi zorlasabilir,
e Regiilasyonlara uyum gii¢lesebilir,
e Kullanici kabulii azalabilir.

Bu nedenle seffaflik, gilivenilir yapay zekanin temel
unsurlarindan biri olarak kabul edilmektedir.
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3.1. Aciklanabilir Yapay Zeka (XAI) Nedir?

Aciklanabilir Yapay Zeka (Explainable Artificial Intelligence
— XAI), bir yapay zeka modelinin {irettigi kararlarin, tahminlerin
veya siniflandirmalarin insanlar tarafindan anlasilabilir bigcimde
aciklanmasini amaglayan yontem, teknik ve araglar biitliniidiir. XAl,
klasik makine 6grenmesi yaklagimlarindan ¢ok daha fazla parametre
iceren karmagik modellerin giderek yayginlasmasi nedeniyle kritik
bir ihtiyac haline gelmistir. Ozellikle yiiksek kapasiteli derin
O0grenme mimarileri, yliksek dogruluk iiretmelerine karsin karar
sireclerinin ~ geffaf olmamast  nedeniyle  “kara  kutu”
nitelendirmesiyle elestirilmektedir (Doshi-Velez & Kim, 2017).

XAl, yalnizca modelin nasil ¢alistigini agiklamakla kalmaz;
ayni zamanda modelin giiclii ve zayif yonlerini anlamayi, hatali
kararlarin nedenlerini ortaya ¢ikarmay1 ve sistemin giivenilirligini
artirmay1 amaclar. Bu yoniiyle XAI, hem teknik hem etik hem de
hukuki agidan yapay zeka galigmalarmin geleceginde temel bir
bilesen haline gelmistir.

Sekil 1. Agiklanabilir Yapay Zekd Kavramsal Diyagrami

Acgiklama Modiilii insan Yorumlayicisi Geri Bildirim Dongiisii

(SHAP, LIME, _’ (Ogretmen / Uzman _’ (Degderlendirme,

Kural Tabanh Agiklamalary I Kullanicr) Dizeltme, Glven)

~_

Insan Merkezli Strekli Iyilestime

Modelde, yapay zeka sisteminin iirettigi kararlar agiklama
modiilii araciligiyla insan yorumlayicisina sunulmakta; kullanici
geri  bildirimleri  dogrultusunda  sistem  siirekli  olarak
tyilestirilmektedir. Bu yapi, seffaflik, giiven ve insan-merkezli yapay
zeka tasarimini desteklemektedir (Sekil 1).
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3.2. Aciklanabilirlik Tiirleri: Kiiresel ve Yerel Aciklamalar

XAl literatiirii agiklanabilirligi genel olarak iki kategoride ele
alir: kiiresel (global) ve yerel (local) aciklamalar.

3.2.1. Kiiresel A¢iklanabilirlik

Kiiresel aciklamalar, modelin genel c¢alisma prensiplerini,
degiskenler arasindaki iliskileri ve karar kurallarinin yapisini ortaya
koymay1 amaglar. Karar agaglari, kural tabanli sistemler gibi seffaf
modeller kiiresel agiklanabilirligi dogal olarak saglar. Ancak derin
ogrenme gibi karmasik modeller icin kiiresel agiklama tiretmek daha
zordur (Molnar, 2022). Ornegin; bir karar agacinda hangi &zelligin
hangi karara yol a¢tig1 hiyerarsik bigimde goriilebilir.

3.2.2. Yerel Aciklanabilirlik

Yerel aciklamalar, belirli bir 6rnege iliskin model kararinin
nedenlerini ortaya koyar. Karmasik modellerde “ni¢in bu tahmini
yapt1?” sorusuna verilen yanitlar yerel agiklamaya girer. Literatiirde
SHAP ve LIME gibi yontemler siklikla yerel agiklamalar tiretmek
icin kullanilmaktadir (Ribeiro, Singh & Guestrin, 2016).

Tablo 2. Yerel ve Kiiresel A¢iklanabilirligin Karsilastirilmasi

Aciklama Amacg Kullamim Alam

Tiirii

Kiiresel Modelin genel yapisini Model denetimi, politika
anlamak gelistirme

Yerel Tek bir kararin nedenlerini Kullanic geri bildirimi,
aciklamak hata tespiti

Her iki agiklama tiirii de farkli ihtiyaglara hizmet ettigi i¢in
XAl sistemlerinin ¢ogu hem kiiresel hem yerel aciklama
iiretebilecek sekilde tasarlanmaktadir (Tablo 2).
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3.3. Model-Agnostic ve Model-Specific Yaklasimlar

Agiklanabilirlik yontemleri genellikle iki ana gruba ayrilir:
model-agnostic (modelden bagimsiz) ve model-specific (modele
0zgii) yaklagimlar.

3.3.1. Model-Agnostic Yontemler

Bu yontemler, modelin i¢ yapisini bilmeye gerek duymadan,
girdiler ve ¢iktilar lizerinden agiklama tiretir. Bu yOniiyle herhangi
bir makine 6grenmesi modeline uygulanabilirler.

Baslica model-agnostic yontemler:

LIME (yerel lineer aciklamalar)

e SHAP (6zellik katki degerleri)

e Permiitasyon 6nemlilik analizleri
e Kismi bagimlilik grafikleri (PDP)

Bu yontemlerin en biiyiik avantaji esnek olmalaridir. Bir
baska ifadeyle, derin 6grenme modellerinden regresyon modellerine
kadar genis bir alanda kullanilabilirler (Molnar, 2022).

3.3.2. Model-Specific Yontemler

Bu yontemler yalnizca belirli model tiirleri i¢in aciklama
dretir. Derin sinir aglart icin gelistirilen Grad-CAM veya karar
agaclarindaki kural gorsellestirme teknikleri bu kategoriye 6rnektir.
Bagslica model-specific yontemler:

o Grad-CAM (goriintii siniflandirma i¢in)
e Saliency Maps
e Decision Rules Extraction

e Attention gorsellestirme (Transformer modelleri i¢in)
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Model-specific yontemlerin  avantaji, hedef modele
derinlemesine uyarlanmis olmalar1 nedeniyle ¢ok daha ayrintili
aciklamalar sunabilmeleridir (Selvaraju vd., 2017).

3.4. Aciklanabilirlik, Giiven ve Hesap Verebilirlik Miskisi

Aciklanabilirlik,  giivenilir ~ yapay  zekdnin  temel
bilesenlerinden  biridir.  Kullanicilarin  bir YZ  sistemine
giivenebilmesi i¢in, sistemin neden belirli bir karar iirettigini makul
diizeyde anlamasi1 gerekir. Yapilan arastirmalar, kullanici gliveninin
yalnizca model performansina degil, ayni zamanda modelin
aciklanabilirligine bagli oldugunu gostermektedir (Suresh & Guttag,
2021). Aciklanabilirlik ayrica hesap verebilirlik ile dogrudan
iligkilidir. Bir karar mekanizmasi seffaf degilse:

¢ hatalarin kaynagi belirlenemez,
e sorumluluk atanamaz,
e yasal denetim yapilamaz.

Ornegin; bir yapay zekd destekli 6lgme-degerlendirme
sisteminin bir Ogrenciyi “basarisiz” olarak smiflandirmasinin
gerekgeleri agiklanabilir degilse, bu kararin pedagojik gecerliligi
sorgulanir. Ogrenci, dgretmen ve kurum agisindan hatanin kaynagi

belirlenemez; dolayisiyla hem akademik sorumluluk hem de
kurumsal hesap verebilirlik zayiflar.

3.5. XAI'ln Yasal, Etik ve Politik Temelleri

Son yillarda yapay zekaya yonelik regiilasyonlar, 6zellikle
aciklanabilirlik baglaminda belirgin bir artis géstermektedir. Avrupa
Birligi’nin Yapay Zekd Yasast (Al Act), yiiksek riskli YZ
sistemlerinde agiklanabilirligi zorunlu unsurlardan biri olarak
tanimlar. Benzer sekilde GDPR, bireylerin kendileriyle ilgili
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algoritmik kararlarin  “mantiklt bir agiklamasini” talep hakki
bulundugunu belirtmektedir (Wachter, Mittelstadt & Floridi, 2017).

Etik acidan bakildiginda aciklanabilirlik; adalet, seffaflik,
Onyargisizlik ve hesap verebilirlik ilkeleriyle dogrudan iliskilidir.
Toplumsal diizeyde ise XAl, insanlarin teknolojiye duydugu giiveni
artirmakta, yiiksek riskli uygulamalardaki hatalarin 6niine gegmekte
ve karar mekanizmalarin1 daha demokratik héale getirmektedir.

Sekil 2. Yasal — Etik — Teknik XAI Kesisimi Diyagrami

Adalet, Seffaflik,
Sorumluluk)

Teknik
odel Seffaflig

Agciklama Yontemleri)

Etik ilkeler, hukuki diizenlemeler ve teknik agiklama
yontemlerinin birlikte ele alinmasi, gilivenilir, seffaf ve insan-
merkezli yapay zeka sistemlerinin gelistirilmesini  miimkiin
kilmaktadir (Sekil 2).

4. Acgiklanabilir Yapay Zeka Teknik ve Yontemleri

Aciklanabilir Yapay Zeka (XAI), modern yapay zeka
modellerinin karmagik yapilar1 nedeniyle ortaya ¢ikan belirsizlikleri
azaltmak amaciyla gelistirilmis yontemler biitiiniidiir. Bu yontemler,
modelin karar mantigini anlasilabilir hale getirerek hem kullanici
giivenini artirmay1 hem de hatali veya onyargili kararlarin tespitini
miimkiin kilmay1 amaclar.
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4.1. Ozellik Onemlilik Analizleri

Ozellik dnemlilik analizleri, modelin ¢iktisina en fazla etki
eden degiskenlerin belirlenmesine yonelik yontemlerdir. Bu
teknikler, modelin hangi girdileri daha kritik gordiigiinii ortaya
cikarir ve Ozellikle yiiksek boyutlu veri kiimelerinde karar
mantiginin aydinlatilmasi agisindan oldukga degerlidir.

4.1.1. Permiitasyon (Permutation) Onemlilik

Modelden bagimsiz (model-agnostic) bir yontem olan
permiitasyon oOnemlilik analizi, bir Ozelligin degerleri rastgele
karistirildiginda modelin  performansinin ne olgiide diistiiglini
inceleyerek o 0Ozelligin Onemini belirler (Breiman, 2001).
Performanstaki diisiis arttikca s6z konusu 6zelligin model i¢in daha
kritik oldugu yorumlanir. Avantajlari:

e Her model tiiriine uygulanabilir.
e Basit ve yorumlamasi kolaydir.
Siirhiliklar:

e Ozellikle ¢ok  korelasyonlu  6zelliklerde  yanls
degerlendirmelere yol agabilir.

4.1.2. SHAP (SHapley Additive exPlanations)

SHAP yontemi, bir 6zelligin modele katkisint Shapley
degerleri lizerinden hesaplar ve her bir 6zellik i¢in sayisal, tutarl ve
yorumlanabilir katk1 skorlart tiretir (Lundberg & Lee, 2017). SHAP,
aciklanabilirlik alaninda su anda en yaygin kullanilan ve en giiclii
yontemlerden biridir. SHAP 1n gii¢lii yonleri:

e Hem kiiresel hem yerel agiklama saglar.
e Ogzelliklerin birbirine etkisi istatistiksel olarak modellenir.

e (Gorsel araglar yiiksek yorumlanabilirlik sunar.
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4.1.3. LIME (Local Interpretable Model-Agnostic
Explanations)

LIME, belirli bir 6rnege iliskin yerel agiklamalar {iretir. Bu
yontem, modelin yereldeki davranigini anlamak i¢in o Ornegin
cevresinde olusturulan sentetik veri noktalar1 lizerinde basit bir
lineer model kurar (Ribeiro, Singh & Guestrin, 2016). LIME’1n
temel 6zellikleri:

e Modelden bagimsizdir.
e Yerel aciklamalar sunar.

e Ozellikle kullanict arayiizlerinde anlasilir agiklamalar igin
uygundur.

Sekil 3. SHAP ve LIME Yontemlerinin Kavramsal Karsilastiriimasi

SHAP LIME
= Oyun Teorisine Dayali = Yerel Yaklagim
* Klresel + Yerel Agiklama + Basit Dogrusal Modeller
» Ozellik Katki Degerleri = Hizli ve Esnek

*= Tutarli ve Kararli Sonuglar * Modelden Bafimsiz

+ Hesaplama Maliyeti Yiksek « Sonuglar Degisken Olabilir

SHAP, oyun teorisine dayali yapist sayesinde hem kiiresel
hem de yerel acgiklamalar sunarken, LIME yerel dogrusal
yaklagimlar araciligiyla hizli ve esnek aciklamalar tiretmektedir. Her
iki yontem de modelden bagimsiz agiklanabilirlik saglamakla
birlikte, hesaplama maliyeti ve tutarlilik agisindan farkliliklar
gostermektedir (Sekil 3).
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4.2. Basitlestirilmis ve Kural Tabanh Aciklamalar

Bazi modeller, agiklanabilirligi sistemin ig¢inde dogrudan
barindirir. Bu durum 6zellikle interpretable-by-design olarak
tasarlanan modellerde goriiliir.

42.1. Karar Agaclari ve Aciklanabilirlik

Karar agaclari, hiyerarsik kurallar iizerinden ¢alisan seffaf
modellerdir. Her diiglimde bir karar kural1 bulunur ve modelin nasil
karar verdigi adim adim izlenebilir (Quinlan, 1993). Ornegin; “Yas
< 30 ise reddet, degilse degerlendir” gibi agiklamalar dogrudan
goriilebilir. Avantaji:

e Tam agiklama sunar.
¢ Yorumlanmasi kolaydir.
Dezavantajt:
e Karmasik problemler icin ¢ok biiyiik agaclara doniisebilir.
4.2.2. Kural Tabanlh Modeller ve Rule Extraction

Kural tabanli modeller, karar siirecini mantiksal ifadelerle
temsil eder. Ayrica, kara kutu modellerden kural ¢ikarmay1
amaclayan yontemler de literatiirde gelismistir (Andrews, Diederich
& Tickle, 1995).

Tablo 3. Kural Tabanli A¢iklama Ornegi

Kosul Sonu¢
Gelir <20.000 ve Yas <25 | Kredi reddi
Gelir > 50.000 Kredi kabulii

4.3. Gorsel Aciklama Teknikleri

Gorsel agiklama teknikleri oOzellikle goriintii  isleme
modellerinde (CNN modelleri) modelin hangi bolgelere odaklanarak
karar verdigini gostermeyi amaglar.
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4.3.1. CAM (Class Activation Mapping)

CNN modellerinin belirli siniflar1 tanimlarken hangi goriintii
bolgelerini kullandigini gosterir. Modelin yanlis davranislarini tespit
etmek icin oldukea yararlidir.

4.3.2. Grad-CAM (Gradient-Weighted Class Activation
Mapping)

Grad-CAM, gradyan bilgilerini kullanarak goriintiiniin hangi
kisimlarinin siniflandirma sonucuna en fazla katki sagladigini harita
bigiminde gdsterir (Selvaraju vd., 2017). Ornek kullanim alani:

o X-ray goriintiilerinde modelin ger¢ekten hastalikli bolgeye
mi odaklandigini degerlendirmek.

4.3.3. Saliency Maps

Bu yontem, girdideki her pikselin ¢ikti iizerindeki
duyarliligini gorsellestirir. Piksel bazli bir 6nemlilik haritas1 sunar.

Sekil 4. Grad-CAM Uygulama Ornegi — Goriintii Uzerinde Is1

Haritasi
Orijinal Goriintii Grad-CAM Isi Haritasi Bindirme (Overlay)
Dsitk Yiksek
- -
-

Grad-CAM oOrnegi: orijinal goriintiiden elde edilen simif-
odakl1 gradyan bilgisi kullanilarak 1s1 haritasi iiretilmis ve modelin
kararina en yiiksek katkiy1r saglayan bolgeler goriintii iizerinde
bindirme (overlay) ile gorsellestirilmistir. Kirmizi/sicak alanlar
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yiiksek katkiy1, mavi/soguk alanlar diisiik katkiy1 temsil etmektedir
(Sekil 4).

4.4. Dogallastirilmis (Textual) Aciklamalar

Son yillarda agiklanabilirlik alaninda metin tabanlh
aciklamalarin 6nemi giderek artmaktadir. Biiyiik Dil Modelleri
(LLM) sayesinde modellerin kararlarin1 dogal dilde ifade eden
sistemler gelistirilebilmistir (Hendricks vd., 2016). Ornegin;
“Model bu siniflandirmay1 yapti ¢iinkii goriintiide belirgin kenar
hatlar1 ve yiiksek kontrastli bolgeler bulunmaktadir. Bu tiir
aciklamalar:

e Kullanici dostudur,
e Teknik olmayan kisilere daha anlasilabilir bilgi sunar,
e Egitim ve kamu hizmeti gibi alanlarda idealdir.

4.5. Nedensellik (Causality) Temelli Aciklamalar

Klasik XAI yontemleri korelasyon temellidir; ancak bazi
uygulamalarda, ozellikle saglik ve sosyal bilimlerde nedensellik
temelli agiklamalar gereklidir. Pearl’in (2009) onerdigi nedensel
grafik modeller, bir 6zelligin yalnizca modelin ¢iktisiyla iliskisini
degil, ayn1 zamanda nedensel etkisini ortaya koyar. Nedensel
aciklamalarin avantajlar:

e “Bu karar neden verildi?” sorusunu gergekten yanitlar.
e Miidahale senaryolar1 (counterfactual) iretilebilir.
e Adalet analizlerinde giicliidiir.

4.6. XAl icin Degerlendirme Olciitleri

Aciklanabilirlik yontemlerinin basarisini1 6l¢mek oldukea zor
bir problemdir. Literatiirde farkli degerlendirme Olciitleri
gelistirilmistir. Bu oOlgiitler:
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e Sadakat (Fidelity): A¢iklamanin ger¢ek modeli ne Olglide
dogru temsil ettigini dlger.

e Tutarhhk (Consistency): Benzer girdilere benzer
aciklamalar iiretilip tiretilmedigini degerlendirir.

e Anlasilabilirlik (Interpretability): Kullanicilarin
aciklamay1 ne Olclide anlayabildigini degerlendirir. Hem
objektif hem subjektif dlgiitler igerir.

e Kararhhk (Stability): Model kiiciik bir degisiklik
yaptiginda acgiklamanin nasil degistigini inceler.

e Kullamea Giiveni Olciimleri: insan deneklerle yapilan
caligmalarda agiklamanin giiven artirict etkisi Olgiiliir
(Poursabzi-Sangdeh vd., 2021).

5. Derin Ogrenmede A¢iklanabilirlik

Derin 6grenme (Deep Learning), gilinlimiizde yapay zeka
alaniin en giiglii paradigmalarindan biridir. Biiyiik veri setleri ve
yiiksek kapasiteli modeller sayesinde goriintii isleme, dogal dil
isleme, ses analizi ve biyomedikal tani gibi bir¢ok alanda insan
performansini asan basarilar elde edilmistir. Ancak derin 6grenme
modelleri yiiksek performanslarina ragmen, agiklanabilirlik
agisindan ciddi simirliliklar tasir. Bu nedenle, bu bdéliimde derin
ogrenme modellerinin neden agiklanmaya ihtiya¢c duydugu, ne tiir
aciklanabilirlik tekniklerinin gelistirildigi ve mevcut zorluklar ele
alinmaktadir.

5.1. Derin Ogrenme Modellerinin A¢iklanmasinin Zorluklar

Derin 6grenme modelleri, c¢ok katmanli yapilarn ve
milyonlarca parametre icermeleri nedeniyle olduk¢a karmasiktir. Bu
karmasiklik, modelin girdiler ile ¢iktilar arasindaki iliskileri nasil
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yapilandirdigi konusunda onemli bir belirsizlik yaratir. Derin
O0grenmenin agiklanmasin giiclestiren temel faktorler sunlardir:

e Yiiksek Parametre Sayisi: Derin sinir aglar1 (Deep Neural
Networks — DNN), genellikle milyonlarca agirhik ve
parametre icerir. Bu parametrelerin her birinin ¢iktiya
etkisini yorumlamak neredeyse imkansizdir (Goodfellow,
Bengio & Courville, 2016).

e Karar Mekanizmasimin Dagitik Yapisi: DNN’lerde bilgi
belirli bir diigiimde degil, ag boyunca dagilmis sekilde temsil
edilir. Bu da modelin belirli bir karar1 neden verdigini
izlemeyi zorlastirir.

e Ozellik Ogreniminin Soyut Diizeyi: Erken katmanlar diisiik
seviyeli oOzellikler (kenarlar, dokular) ogrenirken, ileri
katmanlar soyut kavramlara (nesne, duygu, dil yapisi)
karsilik gelir. Bu soyutluk, insan tarafindan anlasilabilir
aciklama tiretmeyi zorlagtirir.

e Hiperparametre Hassasiyeti: Derin 6grenme modelleri,
optimizasyon  siirecinde  hiperparametrelere  oldukca
duyarhdir. Farkli hiperparametre se¢imi farkli aciklamalar
dogurabilir.

5.2. CNN Modellerinde Aciklanabilirlik

Evrimsel sinir aglar1 (Convolutional Neural Networks —
CNN), ozellikle goriinti isleme alaninda yaygin olarak
kullanilmaktadir. CNN’lerin i¢ yapisi, belirli filtrelerin goériintiiniin
hangi kisimlarmi yakaladigim1i anlamaya imkan tanidigi igin
aciklanabilirlik burada gorece daha giicliidiir. Ancak yine de derinlik
arttikga yorumlama zorlasir.
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5.2.1. Aktivasyon Haritalar1 (Feature Maps)

CNN katmanlarinda iiretilen aktivasyon haritalari, modelin
hangi &zelliklere duyarli oldugunu gésterir. Ornegin belirli bir filtre
kenarlar1 yakalarken, baska bir filtre doku farklarini yakalayabilir.

5.2.2. CAM ve Grad-CAM

Class Activation Mapping (CAM) ve Grad-CAM teknikleri,
modelin goriintii lizerinde hangi bolgelere odaklandigini 1s1 haritasi
seklinde gosterir (Selvaraju vd., 2017). Bu teknikler 6zellikle tibbi
gorlintli analizi gibi kritik alanlarda hatali odaklanmalari tespit
etmek icin kullanilir. Ornegin; bir némoni tespit modelinin akciger
grafisinde anormal olmayan bdlgelere odaklanmasi modelin
giivenilir olmadigini gosterebilir.

5.2.3. Occlusion Sensitivity

Girdinin belirli boliimleri kapatilarak modelin ¢iktisinin nasil
degistigi incelenir (Zeiler & Fergus, 2014). Bu yontem, goriintiiniin
hangi kisimlarinin kritik oldugunu gosterir.

5.3. RNN ve NLP Modellerinde Aciklanabilirlik

Dogal dil isleme alaninda kullanilan RNN, LSTM ve GRU
gibi modeller, siral1 veriyi islemeleri nedeniyle farkli agiklanabilirlik
tekniklerine ihtiyac duyar.

5.3.1. Attention Mekanizmalari

Attention mekanizmasi, modelin hangi kelimelere daha fazla
agirlik verdigini gostererek dogal agiklamalar iiretir (Bahdanau, Cho
& Bengio, 2015). Transformer mimarisinin bagarisinin temel
nedenlerinden biridir.
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5.3.2. Kelime Duyarhlik Analizi

Girdideki  belirli  bir kelimenin kaldirilmast  veya

PR

degistirilmesiyle model ¢iktisinin ne kadar degistigi analiz edilir.
Omegin; bir duygu analizi modelinde “harika” kelimesi
cikarildiginda sinif degisiyorsa, bu kelimenin etkisi ytiksektir.

5.3.3. Dil Modellemede Temsillerin Gorsellestirilmesi

Embedding vektorlerinin t-SNE ile iki boyutta gdsterilmesi,
kelimeler aras1 anlamsal benzerlikleri agiklanabilir hale getirir.

5.4. Transformer Modellerinde Ac¢iklanabilirlik

Transformer mimarisi, NLP'de devrim yaratarak BERT, GPT
ve diger biiyiikk dil modellerinin (LLM) temel yapi1 tasi héaline
gelmigstir. Transformer’larin agiklanabilirligi 6zellikle 6nemlidir
clinkii karar mekanizmalar1 olduk¢a karmasik ve soyuttur.

5.4.1. Attention Head Analizi
Her bir attention head farkli bir fonksiyon 6grenir:
e Sentaktik iliskiler
e Uzun mesafe bagimliliklar
e Anlamsal baglam
5.4.2. Attention # Explanation Tartismasi

Bazi arastirmacilar, attention agirliklarinin aciklama olarak
yorumlanmasinin hatali olabilecegini belirtmistir (Jain & Wallace,
2019). Bu nedenle transformer agiklamalarmin  dikkatli
degerlendirilmesi gerekir.
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5.4.3. Gradient-Based NLP Aciklamalari

Integrated Gradients gibi yOntemler, dil modellerinde
girdilerin ~ ¢ikti  lizerindeki  etkilerini  hesaplamak igin
kullanilmaktadir (Sundararajan vd., 2017).

5.5. Biiyiik Dil Modellerinde (LLM) Ac¢iklanabilirlik

GPT, Claude, PaLM ve diger LLM’ler, milyarlarca
parametreye sahip olduklar i¢in agiklanabilirlik daha karmasik bir
problem haline gelir.

5.5.1. LLM’lerde Seffaflik Stmirhihiklar:

Parametre sayisinin devasa olmasi, egitildikleri verilerin
genellikle gizli tutulmasi ve model i¢i temsillerin soyut ve ¢ok
boyutlu olmasi LLM' lerin agiklanabilirligini zorlastiran unsurlardir.

5.5.2. Zincirleme Diisiinme Ac¢iklamalar1 (Chain-of-Thought
Explanations)

LLM’lerin adim adim akil yiiriitme agiklamalar1 {iretmesi,
insan benzeri agiklamalar saglar (Wei vd., 2022). Ancak bu
aciklamalar modelin gercek karar mantigin1 yansitmayabilir.

6. Giivenilir Yapay Zeka Mimarileri

Giivenilir yapay zeka (Trustworthy Artificial Intelligence),
yalmizca performansi yiiksek degil, ayni zamanda giivenli, adil,
seffaf, hesap verebilir ve dayanikli sistemler tasarlamay1 hedefleyen
bir yaklasimdir. Yiiksek etkili uygulamalarda—ornegin saglik,
finans, egitim ve adalet sistemlerinde—yapay zekanin olusturdugu
kararlarin giivenilir olmasi, teknik yetkinlik kadar etik ve sosyal
sorumluluk acisindan da zorunludur. Bu boéliimde, giivenilir YZ
sistemlerinin nasil tasarlanmasi gerektigi, kullanilan temel ilkeler,
mimari yaklagimlar ve teknik stratejiler ayrintili bicimde ele
alinmaktadir.
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6.1. Giivenilirlik Olgiitleri ve Standartlar

Giivenilir YZ, belirli teknik ve etik kriterleri karsilayan
sistemler olarak tanimlanir. Uluslararas1 kuruluslar (EU, OECD,
UNESCO) giivenilir YZ i¢in c¢ergeveler gelistirmistir. Bu
cercevelerin cogu ortak bazi ilkelere vurgu yapar:

e Giivenlik ve dayaniklilik (robustness)
e Adalet ve 6nyargisizlik (fairness)
e Seffaflik ve agiklanabilirlik (transparency & explainability)
e Hesap verebilirlik (accountability)
e Gizlilik ve veri yonetisimi (privacy & governance)
e insan merkezlilik (human-centricity)
6.2. Adil ve Onyargisiz Yapay Zeka (Fair AI)

Yapay zeka sistemleri, egitildikleri verilerdeki tarihsel
ortintiileri 6grendikleri i¢in, veri setinde bulunan 6nyargilar model
kararlarina yansiyabilir. Bu durum, o6zellikle ise alim, kredi
degerlendirme, adalet sistemi, saglik hizmetleri gibi kritik alanlarda
ayrimeilik riskini artirir (Mehrabi vd., 2021). Onyargi Tiirleri
sunlardir:

e Veri Onyargisi (data bias)

e Olgiim dnyargis1 (measurement bias)

e Algoritmik 6nyargi (algorithmic bias)

e Toplumsal d6nyargilarin otomatiklesmesi (societal bias)

Adaleti saglama yaklasimlar1 baglaminda adil YZ tasarimi ii¢
asamada ele alinabilir:
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e Pre-processing yaklasimlari: Veri setindeki oOnyargilari
azaltma (reweighing, debiasing).

e In-processing yaklasimlari: Ogrenme siirecine adalet
kisitlart ekleme (fairness constraints).

e Post-processing yaklasimlari: Model ¢iktisin1 dengeleme
(equalized odds, demographic parity).

Tablo 4. Adalet Saglama Yaklasimlarinin Karsilastirilmast

Yaklasim Ornek Avantaj Dezavantaj

Tiiril Teknikler

Pre- Reweighing Veri diizeyinde Karmagik veri

processing ¢6ziim gerektirir

In-processing | Adalet Etkili Performans diigebilir
kisitlamalari

Post- Equalized odds | Esnek Model degismez

processing (sinirli etki)

6.3. Model Denetimi, izlenebilirlik ve Hesap Verebilirlik

Giivenilir yapay zeka mimarilerinde model denetimi kritik
bir bilesendir. Denetim,;

e modelin nasil ¢calistiginin izlenmesini,

e performansinin diizenli dl¢iilmesini,

e risklerin ve hatalarin erken tespit edilmesini saglar.
6.3.1. Izlenebilirlik (Traceability)

Izlenebilirlik, modelin hangi verilerle egitildigi, hangi
striimlerinin kullanildig1, hangi girdilere hangi kararlar1 verdigi gibi
bilgilerin kayit altina alinmasidir. Bir baska deyisle modelin
“denetim izi” kayit altina alinmalidir (Mittelstadt vd., 2016).
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6.3.2. Hesap Verebilirlik (Accountability)

Hesap verebilirlik, model kararlarinin sorumlulugunun
kimde oldugunu ve denetim siire¢lerinin nasil isleyecegini belirler.
Ornegin bir saglik tan1 sisteminde hatali kararin sorumlulugu sadece
modelde degil, sistem tasarimcist ve kullanicida da olabilir.

6.4. Insan Merkezli Yapay Zeka (Human-in-the-Loop AI)

Giivenilir YZ yaklasimi, insan ile yapay zekanin birlikte
degerlendirilmesini zorunlu kilar. Insan-merkezli sistemlerde model
kararlar1 tamamen otomatiklestirilmez, kritik noktalarda insan
denetimi devreye girer. Insan denetiminin énemi:

e Kullanici giivenini artirir.
e Hatal1 sonuglarin etkisini azaltir.
e FEtik kararlarin degerlendirilmesini saglar.

Ornegin saglik alaninda kullanilan yapay zeka destekli teshis
sistemlerinde son karar her zaman uzman doktora birakilmalidir.

6.5. Giivenilir YZ icin Mimarilerin Birlestirilmesi: Biitiinciil
Yaklasim

Modern yaklagimlar, giivenilir yapay zekanmn tek bir
yontemle degil, biitlinlesik bir mimari ile saglanabilecegini
gostermektedir. Biitiinciil bir giivenilir YZ mimarisi sunlari igerir:

e Veriyonetimi: Temiz veri, Onyargi giderme, gizlilik koruma

e Model gelistirme: Agiklanabilirlik teknikleri, Adalet
kisitlari, Adversarial direng

e Denetim ve izleme: Siirekli performans izleme, Model
kartlar1, Stirtim kontrolii
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e insan denetimi: Kullanici geri bildirimi, Denetlenebilir
karar mekanizmalari

Bu vyap1, yiksek riskli uygulamalarda giivenilirligin
stirdiiriilebilir bigcimde saglanmasina imkan tanir.

Sekil 5. Biitiinciil Giivenilir Yapay Zekd Mimarisi

1. Veeri Yénetimi 2. Model Geligtirme

*+ Temiz ve kaliteli veri * Agiklanabilirlik teknikleri
- Onyarg giderme - Adalet kisitian
* Gizlilik koruma « Adversarial direng

Giivenilir Yapay Zeka
Sistemi

Seffaf « Adil » Hesap Verebilir

Insan Merkezli » Dayanikh

3. Denetim ve lzleme 4, Insan Denetimi

* Siirekli performans izleme * Kullanici geri bildirimi
= Model kartlan = Denetlenebilir kararlar

* SUrdm kontrold

Giivenilir YZ sistemleri; veri yonetimi, model gelistirme,
denetim ve izleme ile insan denetiminin birlikte ele alindigi
biitiinlesik bir mimari yaklasim gerektirmektedir. Bu bilesenlerin
esglidiimlii caligmasi, seffaf, adil, dayanikli ve hesap verebilir yapay
zeka sistemlerinin gelistirilmesini miimkiin kilmaktadir (Sekil 5).

7. Aciklanabilir Yapay Zeka Araclar1 ve Yazihhmlar

Aciklanabilir yapay zekd (XAI) arastirmalarinin hizla
gelismesiyle birlikte, hem akademik hem de endiistriyel kullanim
icin cesitli yazilim araglar1 ve kiitiiphaneler gelistirilmistir. Bu
araclar, modellerin daha seffaf, anlasilabilir ve denetlenebilir hale
gelmesini saglamanin yani sira miithendislerin, arastirmacilarin ve
veri bilimcilerin agiklamalar1 sistematik bir bigimde iiretmesine
olanak tanir.
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7.1. Python Tabanh XAI Kiitiiphaneleri

Python, veri bilimi ve makine 6grenmesi alaninda en yaygin
kullanillan programlama dili oldugu i¢in XAI kiitliphanelerinin
biiylik cogunlugu Python ekosistemi i¢inde gelistirilmistir.

7.1.1. SHAP (SHapley Additive exPlanations)

SHAP, bireysel 06zelliklerin karar tizerindeki katkisini
hesaplayan ve hem kiiresel hem yerel aciklamalar sunan giiglii bir
kiitiiphanedir (Lundberg & Lee, 2017). SHAP; decision trees, linear
models, ensemble yontemleri ve derin 6grenme modelleri ile
uyumludur. Onemli SHAP araglari:

e summary_plot: Ozellik 6nemligini toplu olarak gosterir.
e force_ plot: Tek bir 6rnegin aciklamasini gorsellestirir.

e dependence_plot: Belirli 6zelliklerin etkilesimlerini ortaya

koyar.
Sekil 6. SHAP Summary Plot Ornegi

Feature 1 LIS e ® ® Pozitifetki
@ Negatif etki

Feature 2 L] ° ° ° ° L] °

Feature 3 ° L] ® LJ ° @ °

Feature 4 LS ® ° L]

Feature 5 L] ® e ° L4 ® b4

Feature 6 b ° L ° L] e L]

10 0.5 o 05 1.0
SHAP degeri (model giktisina etki)
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Yatay eksen, her bir 6zelligin model ¢iktisina katkisini
gosteren SHAP degerlerini temsil etmektedir (Sekil 6). Pozitif
yondeki katkilar kirmizi, negatif yondeki katkilar mavi ile
gosterilmistir; noktalarin dagilimi ozellik etkilerinin  drnekler
arasindaki degiskenligini yansitmaktadir.

7.1.2. LIME (Local Interpretable Model-Agnostic
Explanations)

LIME, tek bir 6rnege iligkin yerel agiklamalar tiretmek igin
basit lineer modeller kullanir (Ribeiro, Singh & Guestrin, 2016).
Karmagik modelleri kullaniciya agiklarken oldukca pratiktir.
LIME’m kullanim alanlart:

e Metin siniflandirma
e GOruntl smiflandirma

e Tablosal veri modellemeleri

Tablo 5. LIME ve SHAP1n Karsilastirilmast

Yontem | Avantaj Dezavantaj
SHAP Tutarly, teorik olarak Hesaplama maliyeti yliksek
giicli
LIME Hizli ve sezgisel Sonuglar 6rnege gore degisken
olabilir

7.1.3. ELIS (Explain Like I’m 5)

ELIS, ozellikle scikit-learn modelleri i¢in sade ve anlasilir
aciklamalar iiretir. Ozellik &nemlilikleri, karar agaglar1 ve lineer
modellerin aciklamalar1 kolayca gorsellestirilebilir.

7.1.4. InterpretML

Microsoft  tarafindan  gelistirilen  InterpretML, hem
aciklanabilir modeller (Explainable Boosting Machines - EBM) hem
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de kara kutu modeller i¢in agiklama araglar1 sunar (Nori vd., 2019).
Ozellikleri:

e EBM modelleri yiiksek dogruluk ve yiiksek agiklanabilirlik
saglar.

e Model karsilastirma araglar1 bulunur.

7.1.5. Captum (PyTorch i¢in XAI Araclari)

Facebook (Meta) tarafindan gelistirilen Captum, PyTorch
tabanli modeller i¢in aciklama iiretir. Derin 6grenme modelleriyle
calisgan arastirmacilar i¢in en zengin XAl araglarindan biridir.
Baglica yontemler:

e Integrated Gradients
e DeepLift
e Gradient Shap
e Occlusion
7.2. Endiistriyel XAI Araclari ve Platformlar

Endiistride gelistirilen XAI araglari, yalnizca teknik bir
aciklama sunmakla kalmaz; ayn1 zamanda regiilasyon uyumlulugu,
raporlama, kullanic1 denetimi ve operasyonel izleme i¢in kapsamli
cOziimler igerir.

7.2.1. IBM Watson OpenScale

OpenScale, modellerin performansini izleyen, 6nyargi tespiti
yapan ve ger¢ek zamanli agiklamalar sunan geligmis bir platformdur
(IBM, 2022). Ozellikler:

e Al fairness monitoring

e Drift detection
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e Real-time explainability
7.2.2. Google What-If Tool

Google’n agik kaynakli bu araci, gorsel arayiiz {izerinden
model davraniglarini incelemeyi saglar. Yetenekleri:

e Veri manipiilasyonu

e Karsi-olgusal senaryolar

e Siniflandirma karar sinirlari
7.2.3. H20 Driverless Al

H2O.ai’nin ticari platformu, otomatik makine O6grenimi
(AutoML) siiregleri i¢inde agiklanabilirlik 6zelliklerini barindirir.
XAl bilesenleri:

e SHAP agiklamalari

e Model dokiimantasyonu

o Feature drift tespiti
7.2.4. Fiddler AI

Fiddler Al, kurumsal seviyede aciklanabilirlik ve model
izleme platformudur. Sundugu 6zellikler:

e Model performans izleme
e Veri kaymasi (drift) analizi
e Onyarg tespiti
e Karar agiklamalari
8. Sektorel Acgiklanabilir Yapay Zeka (XAI) Uygulamalari

Aciklanabilir Yapay Zeka (XAI), yalmizca akademik bir
arastirma alan1 degil, ayn1 zamanda farkli sektdrlerde operasyonel
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verimliligi ve giivenilirligi artiran kritik bir bilesen haline gelmistir.
Ozellikle yiiksek risk iceren alanlarda—saglik, egitim, finans,
hukuk, kamu yonetimi ve siber giivenlik—kararlarin agiklanabilir
olmas1 hem etik agidan hem de yasal gereklilikler agisindan zorunlu
hale gelmistir. Bu boliim, XAI'in cgesitli sektorlerdeki kullanim
bigimlerini, firsatlarini1 ve sinirliliklarini ele almaktadir.

8.1. Saghk Alaninda Ag¢iklanabilir Yapay Zeka

Saglik sektorii, XAI'mm en kritik uygulama alanlarindan
biridir. Yapay zeka destekli tan1 sistemleri, goriintii analizi, hastalik
tahmini ve klinik karar destek sistemleri glinlimiizde yaygin olarak
kullanilmaktadir. Ancak saglik alaninda yapilan her kararin insan
hayatini etkiliyor olmasi, modellerin agiklanabilir olmasini zorunlu
kilar (Tonekaboni, Joshi, McCradden & Goldenberg, 2019).

8.1.1. T1ibbi Goriintiileme

CNN tabanli modeller birgok goriintilleme gorevinde insan
uzmanlarla yarisir performans gostermektedir. XAI burada ii¢
amagla kullanilir:

e Modelin dogru yere bakip bakmadigini kontrol etmek:
Grad-CAM ile akciger grafilerinde modelin patolojik
bolgeleri takip edip etmedigi anlagilabilir.

e Hatalarin agiklanmasi:  “Bu  goriintii neden yanlis
smiflandirildi?”  sorusu, saliency map ve occlusion
teknikleriyle yanitlanabilir.

e Klinisyen gilivenini artirmak: Klinik uzmanlar, model
kararlarini bagimsiz dogrulama imkan1 bulur.

8.1.2. Klinik Karar Destek Sistemleri
Klinik kararlarda XAl sayesinde:
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e risk skorlarinin hangi faktorlerden etkilendigi,
e hangi tedavi Onerisinin neden tiretildigi,

e tahmin edilen hastalik riskinin hangi degiskenlerle iliskili
oldugu agiklanabilir.

Ornegin; bir hastanin sepsise girme olasilig1 tahmin edilirken
en kritik degiskenlerin (ates, solunum hizi, 16kosit seviyesi) SHAP
ile belirlenmesi.

8.1.3. Smirhliklar
e Tibbi verilerin heterojen yapisi agiklamayi zorlagtirir.
e Fazla agiklama klinisyeni yaniltabilir
e Hatali agiklama giiveni azaltir.

8.2. Egitim Alaninda Aciklanabilir Yapay Zeka

Egitimde yapay zeka sistemleri, 6grenci performans tahmini,
O0grenme analitigi, kisisellestirilmis egitim ve 6l¢me degerlendirme
stireclerinde kullanilmaktadir. Egitim siirecinde seffaflik 6zellikle
onemlidir ¢iinkli YZ sistemleri 6grenci notlarini, yonlendirmelerini
ve egitim ¢iktilarini etkileyebilmektedir (Holmes, Bialik & Fadel,
2019).

8.2.1. Ogrenme Analitigi

Ogrencilerin basari riskini tahmin eden modellerde XAI su
avantajlari saglar:

e Ogrencinin neden risk grubunda oldugu agiklanr.
e Ogretmenler miidahale i¢in dogru stratejiyi segebilir.

e Egitim esitligi desteklenir.
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Ornegin; SHAP degerleriyle bir 6grencinin matematik
basarisinin diismesinde en etkili faktorlerin belirlenmesi (¢alisma
stiresi, devamsizlik, onceki sinav puanlart vb.).

8.2.2. Ogretmen Destek Sistemleri

XAI, Ogretmenlere otomatik Onerilerin arka planim
gostererek sistemin pedagojik agidan daha kabul edilebilir olmasini
saglar.

8.2.3. Olcme ve Degerlendirme Sistemleri

Otomatik agik wuglu soru degerlendirme modellerinde
aciklanabilirlik:

e verilen notun gerekgesini,

e hangi kelime ve ifadelerin etkili oldugunu gosterir.
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Tablo 6. Egitimde XAI Kullanim Alanlar: ve Sagladig: Faydalar

Kullanim Alam XAD’nin Sagladig: Egitsel Fayda / Sonug
Aciklanabilirlik
Ogrenme Analitigi | » Ogrencinin neden risk + Ogretmenlerin dogru
(basar ve risk grubunda yer aldig1 aciklanir. | miidahale stratejisini
tahmini) + Ozellik katkilar1 (6rn. secmesi kolaylasir.
caligma stiresi, devamsizlik, * Erken uyar1 ve
onceki sinav puanlari) destek mekanizmalari
gOriiniir hale getirilir. giiclenir.
* SHAP gibi yontemlerle + Egitimde esitlik ve
bireysel 6grenci diizeyinde adalet desteklenir.
karar gerekeesi sunulur.
Ogretmen Destek * Otomatik 6nerilerin hangi + Ogretmenlerin
Sistemleri verilere dayanarak iretildigi sisteme duydugu
aciklanir. giiven artar.
» Onerileri etkileyen faktérler |  Kararlarm sinif ve
Ogretmene agik bicimde 6grenci baglamina
sunulur. uyarlanmasi
* Karar destek siireci kolaylasir.
pedagojik gerekgelerle * Hesap verebilir ve
temellendirilir. bilingli 6gretim
kararlar1 desteklenir.
Olgme ve * Verilen notun gerekgesi agik | * Adil ve seffaf
Degerlendirme bicimde gosterilir. degerlendirme algist
Sistemleri * Hangi kelime, ifade veya giiclenir.
cevap unsurlarinin puani » Oprencilere sunulan
etkiledigi agiklanir. geri bildirimin kalitesi
» Otomatik degerlendirme artar.
siirecleri izlenebilir hale gelir. | * itiraz ve denetim
stirecleri kolaylagir.

8.3. Finans ve Bankacilikta XAI

Finans sektorii, yapay zeka kullanimiin en yaygin oldugu
alanlardan biridir. Kredi skorlamadan dolandiricilik tespitine kadar
bircok kritik karar YZ sistemleriyle yapilmaktadir. Bu nedenle
regiilasyonlar finans sistemlerinde seffafligi zorunlu tutmaktadir
(Rudin & Radin, 2019).
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8.3.1. Kredi Skorlama

Kredi bagvurularinin reddedilmesi durumunda yasal olarak
bireylere karar gerekcesi sunulmalidir. XAl bu siireci destekler:

e SHAP degerleri ile kararin hangi faktorlerden etkilendigi
gosterilir.

e LIME ile bagvuru sahibine anlasilir agiklamalar olusturulur.
e Onyarg analizi yapilabilir.
8.3.2. Dolandiricilik Tespiti

Agciklanabilirlik, durumun neden siipheli goriildiglini
gostererek sorusturmalarin hizlanmasini saglar.

8.3.3. Risk Yonetimi

Model dokiimantasyonu, denetim izleri ve XAI raporlar
bankacilik diizenleyicilerinin (BDDK, ECB) zorunlu kildig
siireclerdir.

8.4. Hukuk ve Kamu Yonetiminde XAI

Kamu yonetiminde karar destek sistemlerinin yayginlagmasi,
aciklanabilirligi zorunlu hale getirmistir. Ozellikle adalet sistemi gibi
ylksek etkili alanlarda, algoritmalarin neden belirli bir karara
yoneldigini agiklamak gerekir (Wachter, Mittelstadt & Floridi,
2017).

8.4.1. Ceza Adaleti Sistemleri

Yapay zeka sistemleri bazi {ilkelerde; suc tekrar etme
olasilig1 (recidivism) tahmini ve risk degerlendirme skorlari
iretmektedir. Bu modellerde seffaflik eksikligi biiyiik tartigmalara
yol agcmisti. COMPAS vakasinda oldugu gibi, aciklanabilirlik
saglanamadiginda algoritmik ayrimcilik tartigmalar biiyiiyebilir.
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8.4.2. Kamu Hizmetlerinde Onceliklendirme

XAI, kamu kaynaklarmin daha adil dagitilmasi igin
kullanilabilir. Ornegin; sosyal  yardim  bagvurularinin
puanlanmasinda aciklanabilirlik, ayrimcilig1 azaltabilir.

8.5. Siber Giivenlikte Aciklanabilir Yapay Zeka

Siber giivenlik uygulamalarinda anomali tespiti, saldiri
tespiti (IDS/IPS), kotii amacli yazilim analizi ve tehdit siniflandirma
gibi alanlarda yapay zeka yogun sekilde kullanilmaktadir. Ancak YZ
kararlarinin agiklanamamasi, kritik giivenlik agiklarina yol agabilir
(Giil, 2022).

5.5.1. Anomali Tespit Sistemleri

Modelin neden belirli bir trafigi anormal olarak isaretledigini
aciklamak; yanlis alarmlari azaltir ve gercek tehditlere odaklanmay1
kolaylastirir.

8.5.2. Kotii Amach Yazilim Tespiti

XAl bir dosyanin neden zararli kabul edildigini aciklayarak
analiz uzmanlarmin karar vermesini kolaylastirir.

8.5.3. Olay Miidahale Siirecleri

Agiklanabilirlik, glivenlik ekiplerinin saldir1 vektoriinii daha
hizl1 anlamasini saglar.

8.6. Endiistri 4.0 ve Akilli Sistemlerde XAI

Fabrikalarda kullanilan otomasyon sistemleri, robotik siire¢
otomasyonu (RPA), kalite kontrol ve kestirimci bakim
uygulamalarinda XAI 6nemli rol oynar.
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8.6.1. Otonom Sistemler

Drone’lar ve otonom araglar i¢in agiklanabilirlik, giivenlik
acisindan zorunludur. Ornegdin; otonom aracin neden fren yaptigi,
hangi nesneye tepki verdigi agiklanabilir olmalidir.

8.6.2. Kalite Kontrol

Goruntl tabanli kalite kontrol sistemlerinde Grad-CAM ile
hatal1 bolgeler belirgin sekilde gdsterilebilir.

9. Aciklanabilir Yapay Zekanin Etik, Hukuki ve Toplumsal
Boyutu

Agciklanabilir yapay zeka (Explainable Al — XAI), yalnizca
teknik bir iyilestirme alan1 degil; ayn1 zamanda etik normlar, hukuki
diizenlemeler ve toplumsal beklentilerle sekillenen ¢ok boyutlu bir
kavramdir. Bir yapay zekad sisteminin neden belirli bir karara
ulastiginin agiklanabilir olmasi, kullanict gliveninden hukuki hesap
verebilirlige kadar genis bir cergevede kritik dneme sahiptir. Bu
bolimde XAID'n etik, hukuki ve toplumsal etkileri sistematik bir
bi¢imde ele alinmaktadr.

9.1. Etik Boyut: Algoritmik Adalet ve Sorumluluk

Etik ilkeler, yapay zeka sistemlerinin giivenilir ve insan
merkezli olmasini saglayan temel kilavuzlardir. Son yillarda yasanan
bircok olay, algoritmalarin agiklanamaz oldugunda ayrimciliga,
haksizliga ve toplumsal zararlara yol agabilecegini gostermistir
(O’Neil, 2016).

9.1.1. Algoritmik Onyargi ve Ayrimeilik

Veri setlerinde yer alan tarihsel esitsizlikler, algoritmalar
tarafindan 6grenilerek yeniden iiretilebilir. Bu durum 6zellikle su
alanlarda kritik riskler olusturur:
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e ise alim sistemleri

e Kredi degerlendirme

e Saglik hizmetleri

e (Ceza adaleti

e Egitimde basar1 tahminleri

Ornegin, COMPAS risk degerlendirme sistemi Afro-
Amerikan bireylere karst sistematik Onyargi tasidigi igin
elestirilmistir (Angwin vd., 2016).

9.1.2. Etik Sorumluluk ve Hesap Verebilirlik

Bir YZ sisteminin zarara yol ag¢masi durumunda
sorumlulugun kimde oldugu karmasik bir sorudur.

e Yazilimci mi?
e Modeli kullanan uzman mi1?
e Modeli yoneten kurum mu?

XAI, karar siirecinin izlenebilirligini saglayarak hesap
verebilirlik tartismalarini destekler.

9.1.3. Etik Ilkeler: Adalet, Fayda, Seffaflik

Etik cerceveler genellikle su ilkelere dayanir (Floridi &
Cowls, 2019):

e Adalet (fairness): Ayrimcilik yaratmayan sistemler.

e Fayda (beneficence): Zarari Onleme, toplum yararimi
gozetme.

o Seffaflik (transparency): Kararlarin anlasilabilir olmasi.

e Hesap verebilirlik: Hatalarin izlenebilir olmas.
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9.2. Hukuki Boyut: Regiilasyonlar, Haklar ve Yiikiimliiliikler

Yapay zekanin yayginlagsmasi, bir¢ok iilkede hukuki
cergevelerin giincellenmesini gerektirmistir. A¢iklanabilirlik, bir¢ok
yasal diizenlemede merkezi bir gereklilik haline gelmistir.

9.2.1. GDPR ve “Ac¢iklama Hakki” Tartismasi

Avrupa Birligi’nin Genel Veri Koruma Tiiziigii (GDPR),
otomatik karar verme siireglerinde bireylerin belirli haklara sahip
oldugunu belirtir. Sik tartisilan Madde 22, bireyin “yalnizca
otomatik isleme dayali bir karara tabi tutulmama hakki’n1 tanimlar.
Wachter, Mittelstadt ve Floridi (2017), GDPR’in dogrudan bir
“agiklama hakki” getirmedigini, ancak kararlarin mantikli bir
aciklamasinin pratikte zorunlu oldugunu savunur.

Tablo 7. GDPR da A¢iklanabilirligi Etkileyen Temel Maddeler

Madde | icerik XAl ile iliskisi

13-15 | Bilgilendirme yiikiimliliigii | Karar siirecinin agiklanmast
22 Otomatik karar verme Aciklanabilirligin dnemi

35 Etki degerlendirmesi (DPIA) | Risk analizi

9.3. Toplumsal Boyut: Giiven, Kullanic1 Kabulii ve Dijital
Adalet

Yapay zeka sistemlerinin toplumsal etkisi genistir ve
aciklanabilirlik bu etkiyi yoneten en 6nemli araglardan biridir.

9.3.1. Kullanic1 Giiveni

Kullanicilarin bir yapay zekaya giivenmesi, ¢ogu zaman
model dogrulugundan c¢ok, modelin neden belirli bir sonuca
ulastigini anlamasina baghidir (Suresh & Guttag, 2021). Ornegin; bir
Ogrencinin notunu tahmin eden sistem, neden diisiik not verdigini
aciklamazsa 6gretmen ve 0grenci sisteme giivenmez.
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9.3.2. Dijital Adalet ve Esitlik

Yapay zeka tarafindan verilen hatali ya da Onyargili bir
kararin sonugclari, dijital esitsizlikleri artirabilir. XAl, yanlis kararlari
erken tespit ederek dijital adaleti destekler.

9.4. XAI’1n Etik ve Hukuki Simirhiliklar:

Her ne kadar XAI bir¢ok fayda sunsa da, etik ve hukuki
acgidan cesitli sinirliliklar bulunmaktadir.

9.4.1. Aciklamalarin Gergekligi Yansitip Yansitmamasi

Bazi aciklamalar, modeli gercekten agiklamaktan ziyade
insan1 ikna etmek i¢in “ikame agiklama” niteliginde olabilir (Lipton,
2018). Bu durum etik agidan sorun yaratir.

9.4.2. Gizlilik Riskleri

Aciklamalar, istemeden hassas bilgileri aciga ¢ikarabilir.
Ornegin, doktor raporlarmi siniflandiran bir modelin agiklamasi,
hastaya ait gizli bilgileri agiga ¢ikarabilir.

9.4.3. Ticari Sirlar ve Seffaflik Dengesi

Kurumlar, modellerinin tamamen a¢ilmasini istemeyebilir—
clinkii bu durum ticari sirlar1 zedeleyebilir.

9.4.4. Sorumluluk Belirsizligi

Hatali davraniglarda sorumlulugun kimde oldugu tam olarak
belirlenemeyebilir.

10. Aciklanabilir Yapay Zekada Gelecek Yonelimler

Aciklanabilir Yapay Zeka (XAI), yapay zeka sistemlerinin
giderek daha karmagik hale gelmesiyle birlikte yalnizca teknik bir
arastirma alan1 olmaktan ¢ikmis; giiven, etik, hukuk ve toplumsal
kabul agisindan temel bir gereklilik haline gelmistir. Ozellikle derin
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O0grenme ve biiyiik dil modellerinin (LLM) yayginlagmasi, karar
stireglerinin neden ve nasil olustuguna iligkin sorular1 daha goriiniir
kilmigtir. Bu baglamda XAI'in gelecegi, yalnizca “nasil aciklama
yapilacagi” sorusundan ¢ok, “kimin i¢in, hangi baglamda ve hangi
amagla agiklama yapilacagi” sorularina odaklanmaktadir.

10.1. Dogruluk ve Ac¢iklanabilirlik Arasindaki Gerilim

XAI alanindaki en temel sorunlardan biri, dogruluk ile
aciklanabilirlik  arasindaki  dengedir.  Giinlimiizde  yiiksek
performansli modeller genellikle daha opak yapilar sunarken,
aciklanabilirligi yiiksek modeller performans agisindan smirl
kalabilmektedir. Bu durum literatiirde “agiklanabilirlik paradoksu”
olarak ele alinmakta ve heniiz evrensel bir ¢dziim iiretilememistir.
Gelecekteki caligmalarin, bu ikiligi asan daha dengeli ve biitiinlesik
yaklagimlara yonelmesi beklenmektedir.

10.2. Aciklamalarin Giivenilirligi ve Anlamliligi Sorunu

Bir diger 6nemli tartisma alani, lretilen agiklamalarin ne
Olciide gilivenilir oldugudur. Cogu XAI yontemi, model egitildikten
sonra Uretilen post-hoc acgiklamalara dayanmaktadir. Bu
aciklamalarin, modelin gergek karar mekanizmasini mi yoksa
yalnizca ikna edici bir anlattyr mu yansittifi sorusu, XAI'm
sinirlarin1 ~ glindeme  getirmektedir. Bu nedenle  gelecekte
aciklamalarin dogrulanabilirligi ve tutarliligi, teknik performans
kadar 6nemli bir dlciit haline gelecektir.

10.3. Biiyiik Dil Modelleri ve Yeni Aciklanabilirlik Thtiyaclar

Biiyiik dil modellerinin yiikselisi, XAl i¢in yeni firsatlar
kadar yeni riskler de dogurmustur. Milyarlarca parametreye sahip bu
modellerin i¢ isleyisleri biiyiik ol¢iide opaktir. Urettikleri akil
yiirlitme agiklamalari, her ne kadar ikna edici goriinse de, her zaman
gergcek igsel siireci yansitmayabilir. Bu durum, ozellikle egitim,
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saglik ve hukuk gibi yiiksek riskli alanlarda model ¢iktilarinin daha
dikkatli degerlendirilmesini zorunlu kilmaktadir.

10.4. Otonom ve Gercek Zamanh Sistemlerde Aciklanabilirlik

XAI'm geleceginde one ¢ikan bir diger alan, otonom ve
ger¢ek zamanl sistemlerdir. Otonom araglar, robotlar ve endiistriyel
otomasyon sistemleri ¢cok kisa siirede karar vermek zorundadir. Bu
nedenle agiklamalarin karar sonrasinda degil, karar siireciyle es
zamanlt olarak {iretilebilmesi kritik bir gereksinimdir. Ayrica bu
sistemlerin ¢oklu veri kaynaklariyla calismasi, agiklamalarin da ¢ok
modlu bir yapiya sahip olmasini zorunlu kilmaktadir.

10.5. insan—Yapay Zeka Etkilesiminde A¢iklanabilirligin
Onemi

Insan—yapay zeka isbirligi baglaminda XAI'in rolii de
doniismektedir. Gelecegin sistemleri, tiim kullanicilar igin tek tip
aciklamalar sunmak yerine, kullanicinin bilgi diizeyi ve ihtiyacina
gore uyarlanmis aciklamalar iiretecektir. A¢iklamanin icerigi kadar,
nasil sunuldugu da kullanici giivenini dogrudan etkilemektedir. Bu
nedenle agiklanabilirlik, teknik bir 6zellikten ziyade bir etkilesim ve
tasarim problemi olarak ele alinmaktadir.

11. Sonuc ve Oneriler

Agiklanabilir Yapay Zeka (Explainable Artificial Intelligence
— XAl), modern yapay zeka uygulamalarinda giiven, seffaflik, adalet
ve hesap verebilirligin saglanmasinda stratejik bir rol
iistlenmektedir. Bu baglamda, XAI'in teknik temelleri ile etik,
hukuki ve toplumsal boyutlar1 biitiinciil bir bakis agisiyla ele
alinmistir. Bu kapsamda:

e Kara kutu probleminin kavramsal temelleri agiklanmas,
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Agiklanabilirlik tiirleri ve XAI yaklasimlar1 sistematik
bi¢cimde siniflandirilmas,

Giivenilir yapay zekanin etik ve hukuki arka plan1 ortaya
konmus,

Nedensellik temelli acgiklamalarin yiikselisi
degerlendirilmistir.

Uygulamali diizeyde ise XAI araglar1 tanitilmis, farklt derin

O0grenme mimarileri i¢in agiklanabilirlik yontemleri 6rneklendirilmis
ve cesitli sektorlerdeki kullanim alanlari ele alinmistir. Ayrica AB Al

Act, GDPR ve ilgili standartlar cer¢evesinde, agiklanabilirlik ile
hukuki sorumluluk arasindaki iligki tartisilmistir. Tiim bunlar ele
alindiginda asagidaki sonuglara ulagilmistir:

Derin 6grenme ve biiyiik dil modellerinin artan karmagikligi,
yapay zeka sistemlerinin karar siire¢lerini giderek daha opak
hale getirmektedir (Goodfellow, Bengio & Courville, 2016).
Bu durum, 6zellikle yiiksek riskli alanlarda agiklanabilirligi
zorunlu kilmaktadir. XAI, bu baglamda istege bagli bir
ozellik degil, giivenilir yapay zekanin temel bilesenlerinden
biridir.

Mevcut XAl yontemleri, modellerin kararlarini hem lokal
hem de kiiresel diizeyde anlamayr miimkiin kilmaktadir.
LIME, SHAP ve Grad-CAM gibi teknikler 6nemli katkilar
sunsa da, hi¢cbir yontemin tim agiklama ihtiyaglarini tek
basina karsilamadigr goriilmektedir (Ribeiro vd., 2016;
Lundberg & Lee, 2017). Bu durum, agciklanabilirligin
baglama ve amaca gore ele alinmasi gerektigini
gostermektedir.

Giivenilir yapay zeka mimarileri yalnizca teknik dogrulukla
smirli degildir. Etik ilkeler, adalet mekanizmalari, yasal
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diizenlemeler ve insan denetimi, agiklanabilirlikle birlikte
degerlendirilmelidir (European Commission, 2019). XAI’in
degeri, ozellikle saglik, finans, egitim ve siber glivenlik gibi
kritik sektorlerde daha goriiniir hale gelmektedir.

Ote yandan mevcut agiklanabilirlik yaklasimlari, biiyiik dil
modelleri ve otonom sistemler karsisinda sinirli kalmaktadir.
Bu nedenle gelecekte XAI arastirmalarinin; nedensellik
temelli agiklamalar, cok modlu yaklasimlar ve insan—yapay
zeka etkilesimi iizerine yogunlagsmasi beklenmektedir.

Sonu¢ olarak XAI, yapay zekanin toplumsal kabuli,

giivenilirligi ve siirdiiriilebilirligi agisindan vazgecilmez bir bilesen
héline gelmistir. Gelecekte agiklanabilir yapay zeka yaklagimlarinin
daha insan-merkezli, baglama duyarli ve regiilasyonlarla uyumlu
bicimde gelismesi, yapay zeka sistemlerinin sorumlu kullanimini
giiclendirecektir.

11.1. Oneriler

Aciklanabilir yapay zeka gelisiminin siirdiiriilebilir olmasi

icin farkl paydaslarin sorumluluklart vardir. Asagida, arastirmacilar,
uygulayicilar, 6gretmenler, saghik calisanlari, politika yapicilar ve
teknoloji sirketleri i¢in 6zel 6neriler sunulmustur.

11.1.1.

Arastirmacilar icin Oneriler

XAI yontemlerinin dogruluk ve giivenilirlik dlgiitleri
gelistirilmelidir.

Post-hoc agiklamalar yerine dogrudan agiklanabilir modeller
tasarlanmalidir (Rudin, 2019).

LLM’ler i¢in 6zel agiklanabilirlik teknikleri gelistirilmelidir.

Nedensellik temelli agiklama yaklasimi daha genis veri ve
model tiirlerine uygulanmalidir.
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11.1.2.

11.1.3.

11.14.

11.1.5.

Miihendisler ve Veri Bilimciler i¢cin Oneriler

Model gelistirme siirecinde agiklanabilirlik baslangigtan
itibaren dahil edilmelidir.

Model kartlar1 ve veri kartlar1 olusturularak dokiimantasyon
giiclendirilmelidir (Mitchell vd., 2019).

SHAP, LIME ve counterfactual yontemler karar siireclerinde
standart hale getirilmelidir.

Kullanic1  dostu  arayiizlerde aciklamalarin  sunumu
iyilestirilmelidir.

Egitim Sektorii Icin Oneriler
Ogretmen ve dgrencilerin YZ okuryazarlig artirilmalidur.

Ogrenci degerlendirmelerinde kullanilan YZ sistemleri seffaf
olmalidur.

Risk grubundaki 6grencileri belirleyen sistemlerde mutlaka
aciklama modiilleri yer almalidir.

Saghk Sektorii Icin Oneriler

Tan1 sistemleri agiklanabilirlik modiilii olmadan klinik
uygulamaya sokulmamalidir.

Ciktilar klinisyene acik, anlasilir ve gilivenilir sekilde
sunulmalidir.

Agiklama sonuglari, klinik karar verme silirecine entegre
edilmelidir (Tonekaboni vd., 2019).

Finans ve Kamu Politikasi icin Oneriler

Kredi kararlari, sosyal yardim algoritmalar1 ve risk analizi
modellerinde seffaflik zorunlu hale getirilmelidir.
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11.1.6.

Algoritmik  etki  degerlendirmeleri  (AIA), proje
baslangicinda yapilmalidir.

Denetim kurumlar1 agiklanabilirligi diizenleyici gergevelere
dahil etmelidir.

Toplum ve Kullanicilar i¢in Oneriler

Dijital okuryazarlik artirilmali, kullanicilar algoritmik
kararlar1 sorgulama hakkini kullanmalidir.

Kamu kurumlar1 aciklanabilirlik ilkelerini halka acik
bicimde paylasmalidir.
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