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ONSOZ

Yapay zeka (YZ) ve derin 6grenme paradigmalari, glinlimiizde teknik birer ara¢ olmanin 6tesine
gecerek; saglik bilimlerinden telekomiinikasyona, enerji yonetiminden stratejik giivenlik
sistemlerine kadar uzanan genis bir spektrumda yapisal bir doniisiimiin ana aktorleri haline
gelmistir. Hesaplama kapasitesindeki eksponansiyel artis ve veri madenciligindeki metodolojik
devrim, geleneksel analitik yaklagimlarin yetersiz kaldig1 lineer olmayan ve yiiksek boyutlu
problemlerin ¢éziimiinde YZ tabanli modelleri vazgecilmez kilmistir.

Elinizdeki bu c¢aligma, yapay zekanin teorik miiktesebatini ve uygulama sahasindaki giincel
izdiistimlerini disiplinler arast bir sentez ile sunmayr gaye edinmektedir. Eserde; tibbi
goriintiileme tlizerinden gerceklestirilen onkolojik teshis modellemelerinden biyometrik tabanl
demografik analizlere, yazilim giivenligi mimarilerinden karmasik zaman serisi kestirimlerine
kadar uzanan ¢esitlilik, YZ’nin operasyonel esnekligini somut verilerle tevsik etmektedir.

Kitabin ayirt edici niteliklerinden biri de sentetik veri liretimi, IoT entegreli kestirimci bakim
stratejileri ve 6G ag ekosistemlerinde konumlandirilan dagitik yapay zeka mimarileri gibi
teknolojik 6ngorii gerektiren basliklar1 derinlemesine islemesidir. Kablosuz aglarda deneyim
kalitesi (QoE) gibi kritik parametrelerin incelenmesi, okuyucuya yalnizca mevcut teknolojileri
degil, ayn1 zamanda yarmin arastirma giindemini de ihtiva eden vizyoner bir perspektif
sunmaktadir.

Akademik bir titizlikle hazirlanan bu eser; lisansiistli arastirmacilardan sektér paydaslarina,
sistem tasarimcis1 mithendislerden kuramsal ¢aligma yiiriiten bilim insanlarina kadar genis bir
kitleye hitap eden bir basvuru kaynagidir. Eserin, yapay zekdnin ¢ok katmanli dogasinin
anlasilmasina hizmet etmesini, farkli disiplinler arasinda yeni korelasyonlar kurulmasina zemin
hazirlamasini ve bilim diinyasina 6zgiin katkilar sunmasini temenni ederiz.

Dr.Eyyiip GULBANDILAR
Editor
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BOLUM 1

CEVIK YAZILIM GELiSTIRMENIN TEMELLERI

BURCU DURMUS!
Giris
Yazilim sistemleri, giiniimiizde yalnizca teknik coziimler
sunan araglar olmaktan ¢ikarak ekonomik, sosyal ve kurumsal
yapilarin merkezinde yer alan stratejik bilesenler haline gelmistir.
Dijital doniisiim, biiyiik veri, bulut bilisim ve yapay zeka gibi
teknolojik gelismeler, yazilim projelerinin hem kapsamini hem de
karmagsikligint 6nemli ol¢iide artirmistir. Bu baglamda yazilim
gelistirme  siireglerinin, degisen gereksinimlere hizli uyum
saglayabilen, esnek ve siirdiiriilebilir yaklagimlar ¢ergevesinde ele
alinmasi zorunlu hale gelmistir (Sommerville, 2020).

Dogrusal ve plan odakli gibi geleneksel yazilim gelistirme
yaklagimlari, gereksinimlerin proje baslangicinda eksiksiz ve
degismez bicimde tanimlanabilecegi varsayimina dayanir. Ancak
pratikte yazilim projelerinin biiyiikk bir kisminda bu varsayim
gecerliligini yitirmektedir. Kullanic1 beklentilerinin proje siiresince
degismesi, pazar kosullarinin hizli evrilmesi ve teknolojik
belirsizlikler kati1 siire¢ modellerinin basarisint siirlamaktadir

1 Ogr. Gor. Dr., Tekirdag Namik Kemal Universitesi, Rektorliik, Orcid: 0000-

0002-0298-0802
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(Pressman ve Maxim, 2020). Bu durum, yazilim projelerinde zaman
ve maliyet agimlar ile kalite problemlerinin ortaya ¢ikmasina neden
olmaktadir.

Cevik yazilim gelistirme yaklasimlari, bu sorunlara bir yanit
olarak ortaya ¢ikmis ve yazilim miihendisliginde Onemli bir
paradigma degisimini temsil etmistir. Cevik yaklasimlar, degisimi
kacinilmaz bir risk olarak degil, yonetilmesi gereken dogal bir unsur
olarak ele alir. Kisa gelistirme dongiileri, siirekli geri bildirim ve
miisteriyle yakin is birligi, ¢evik yazilim gelistirmenin temel yap1
taglarini olusturmaktadir (Beck vd., 2001).

Bu kitap boliimiiniin amaci; ¢evik yazilim gelistirmenin
kuramsal temellerini, uygulamada yaygin olarak kullanilan
yontemleri, tasarim ve test yaklasimlarini ve gilincel yapay zeka
destekli ¢evik siiregleri biitiinciil bir bakis agisiyla ele almaktir.

Cevik Yazilim Gelistirmenin Ortaya Cikis1 ve Agile Manifesto
Geleneksel Yazilim Gelistirme Yaklagimlariin Siirlar

Yazilim miihendisliginin erken donemlerinde gelistirilen
geleneksel stire¢ modelleri, yazilim gelistirmeyi ardisik ve dogrusal
bir siire¢ olarak ele almistir. Ozellikle selale modeli; gereksinim
analizi, sistem tasarimi, kodlama, test ve bakim asamalarinin
birbirini takip eden sathalar halinde yiiriitiilmesini 6ngoriir (Royce,
1970). Bu yaklasim, belgelendirme ve siire¢ kontrolii agisindan
belirli avantajlar sunmasina ragmen degisime kapali yapisi
nedeniyle elestirilmistir.

Yazilim projelerinde gereksinimlerin zaman igerisinde
degismesi, dogrusal modellerin en temel zayifliklarindan biridir. Bir
safthada yapilan hatalarin veya eksiklerin, sonraki asamalarda
diizeltilmesi  yiiksek  maliyetlere yol ag¢maktadir. Ayrica
kullanicilarin =~ yazilim1  ancak projenin son asamalarinda
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deneyimleyebilmesi, geri bildirimin ge¢ alinmasina ve beklentilerin
karsilanmamasina neden olmaktadir (Boehm, 2002).

Bu sorunlar, literatiirde ‘yazilim krizi’ olarak adlandirilan
durumu giindeme getirmistir. Projelerin 6nemli bir kisminin
zamaninda tamamlanamamasi, biitce asimlar1 ve kullanici
memnuniyetsizligi, yazilim gelistirme siireclerinin  yeniden
diistintilmesini zorunlu kilmistir (Standish Group, 2020).

Cevik Manifesto’nun Ortaya Cikist

2001 yilinda Kent Beck ve calisma arkadaglari tarafindan
yayimlanan Cevik Manifesto, yazilim gelistirme siireglerine insan
merkezli bir bakis agist kazandirmistir. Manifesto, yazilim
gelistirmede dort temel degeri 6n plana ¢ikarmaktadir (Beck vd.,
2001):

¢ Bireyler ve etkilesimler, siirecler ve araglardan 6nce gelir.

¢ Calisan yazilim, kapsamli dokiimantasyondan daha degerlidir.

e Miisteri ile is birligi, sozlesme pazarliklarindan daha 6nemlidir.
e Degisime yanit vermek, bir plani takip etmekten daha degerlidir.

Bu degerler, geleneksel yaklagimlarin kat1 siire¢ anlayigina
kars1 esnek, uyarlanabilir ve iletisim odakl bir gelistirme felsefesini
temsil etmektedir. Manifestoda ayrica, bu degerleri somutlastiran on
iki ilke yer almaktadir:

1. Miisteri memnuniyeti i¢in kullanilabilir yazilimin hizh
gelistirilmesi.

2. Degisen gereksinimlere uyum saglama.
3. Calisan bir yazilimin siirekli olarak teslim edilmesi.
4. Isbirlik¢i is ve gelistirme siirecleri.

5. Motiveli bireylerin desteklenmesi.

-3



6. Sozlii iletisim Onceligi.

7. Caligan yazilim ilerlemenin birincil gostergesidir.

8. Siirdiiriilebilir gelistirme saglanmasi.

9. Teknik iyilestirme ve iyi tasarimin siirekli tesvik edilmesi.
10. Basitlige odaklanma.

11. Oz-organize ekiplerin en iyi ¢dziimleri gelistirmesi.

12. Diizenli entegrasyon ve siire¢ iyilestirme.

Cevik Manifesto, yazilim gelistirmeyi yalnizca teknik bir
faaliyet olarak degil, ayn1 zamanda sosyal ve kiiltiirel bir siire¢ olarak
ele almas1 bakimindan yazilim miihendisligi literatiiriinde 6nemli bir
doniim noktasidir (Highsmith, 2009).

Cevik Siirecler ve Extreme Programming (XP)
Cevik Siire¢ Kavrami

Cevik yazilim gelistirme, kisa iterasyonlar halinde calisan
yazilim lretmeyi, miisteri geri bildirimlerini siirecin merkezine
almay1 ve stirekli iyilestirmeyi esas alan bir yaklasimdir. Cevik
stireclerde yazilim gelistirme, 6nceden detayli bigimde tanimlanmis
sabit bir plani izlemek yerine, 6grenme ve uyum saglama dongiisii
olarak ele alinir (Serrador ve Pinto, 2015).

Cevik siireclerin temel 6zellikleri su sekilde 6zetlenebilir:
¢ Gereksinimlerin evrimsel olarak ele alinmasi
e Kisa gelistirme dongiileri (iterasyonlar)
e Siirekli miisteri geri bildirimi
e Oz-organize ve disiplinler aras1 takimlar

Bu ozellikler, yazilim projelerinin belirsizlik ve degiskenlik
iceren dogasina daha uygun bir gelistirme ortami sunmaktadir.
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Extreme Programming (XP)

Extreme Programming (XP), cevik yazilim gelistirme
yontemleri arasinda en bilinen ve en teknik odakli yaklagimlardan
biridir. Kent Beck tarafindan 1990’11 yillarin sonunda gelistirilen XP,
ozellikle yazilim kalitesini artirmayr ve degisime hizli yanit
verebilmeyi hedeflemektedir (Beck, 2000).

XP’nin temelinde bes ana deger yer almaktadir: iletigim,
sadelik, geri bildirim, cesaret ve saygi. Bu degerler, yazilim
gelistirme siirecinin hem teknik hem de insani boyutlarin1 kapsayan
biitiinciil bir yaklagim sunmaktadir.

XP’nin 6ne ¢ikan teknikleri arasinda esli programlama (pair
programming), test giidiimli gelistirme (TDD), siirekli entegrasyon,
kiigiik stirimler ve kolektif kod sahipligi yer almaktadir. Bu
teknikler, yazilimin siirekli ¢alisir durumda kalmasin1 ve hatalarin
erken asamada tespit edilmesini saglamaktadir (Fowler, 2018).

Extreme Programming, Scrum gibi yonetim odakli ¢evik
cercevelerle birlikte kullanildiginda hem siire¢ yonetimi hem de
teknik uygulamalar acisindan giiclii bir sinerji olusturmaktadir. Bu
nedenle bir¢ok yazilim projesinde Scrum ve XP’nin birlikte
uygulandigr hibrit yaklasimlar tercih edilmektedir (Schwaber ve
Sutherland, 2020).

Cevik Proje, Siiriim ve iterasyon Planlama
Cevik Proje Planlama Yaklagimi

Geleneksel yazilim gelistirme yaklasimlarinda proje
planlama, ¢ogunlukla proje baslangicinda yapilan ayrintili zaman ve
kapsam tahminlerine dayanmaktadir. Bu planlar, gereksinimlerin
sabit oldugu varsayimiyla hazirlanir ve proje siliresince miimkiin
oldugunca degismeden uygulanmasi beklenir. Ancak ¢evik yazilim
gelistirme yaklagimi, bu varsayimin gercek¢i olmadigini kabul eder



ve proje planlamasini dinamik, evrimsel bir silire¢ olarak ele alir
(Highsmith, 2009).

Cevik projelerde planlama, tek seferlik bir faaliyet degil,
proje siiresince siirekli giincellenen ve gelistirilen bir etkinliktir. Bu
baglamda planlama, ‘tahmin et—uygula—geri bildirim al-iyilestir’
dongiisii igerisinde yiiriitiiliir. Amag, belirsizligi tamamen ortadan
kaldirmak degil, belirsizlikle etkin bigimde basa ¢ikabilmektir
(Sommerville, 2020).

Cevik proje planlamasinin temelinde, gelistirilecek yazilim
sisteminin vizyonu yer alir. Bu vizyon, miisterinin is hedeflerini ve
yazilimdan beklentilerini yansitir. Gereksinimler bu vizyondan
tiretilir ve kullanict hikayeleri bi¢ciminde ifade edilir. Boylece
planlama siireci, soyut teknik gereksinimlerden ziyade, kullanici
degerine odaklanir.

Siirtim (Release) Planlamasi

Stirim planlamasi, c¢evik projelerde orta vadeli planlama
diizeyini temsil eder. Bir siiriim, yazilim sisteminin belirli bir zaman
araliginda (genellikle birka¢ ay) tamamlanan ve kullanici tarafindan
calisir durumda kullanilabilen bir  versiyonudur.  Siiriim
planlamasinin temel amaci, hangi kullanici hikdyelerinin hangi
stirimde yer alacagimi belirlemek ve proje icin bir yol haritasi
olusturmaktir (Cohn, 2005).

Extreme Programming (XP) projelerinde siiriim planlama,
miisteri ve gelistirici ekibin birlikte yiiriittiigii etkilesimli bir siirectir.
Bu siiregte miisteri, is degeri agisindan Oncelikli olan kullanici
hikayelerini belirlerken; gelistiriciler, bu hikayelerin teknik
uygulanabilirligi ve tahmini eforu hakkinda geri bildirim saglar. Bu
yaklagim, planlamay1 tek tarafli bir karar mekanizmasi olmaktan
cikararak is birligine dayali hale getirir.



Siirtim planlamasi, projenin gidisatini izlemek ve paydaslara
goriiniirliik saglamak agisindan kritik bir rol oynar. Ancak ¢evik
yaklagimlarda siiriim planlar1 kati taahhiitler olarak degil, degisime
acik rehberler olarak degerlendirilir. Gereksinimlerde meydana
gelen degisiklikler dogrultusunda siirtim planlari giincellenebilir.

Iterasyon Planlamas1 ve Planlama Pokeri

Iterasyon planlamasi, ¢evik proje planlamasmin en kisa
vadeli ve en ayrintili diizeyini olusturur. Bir iterasyon genellikle bir
veya iki haftalik bir zaman dilimini kapsar ve bu siire icerisinde
tamamlanmas1 hedeflenen kullanici hikayeleri belirlenir. Iterasyon
planlama toplantilarinda, miisteri tarafindan segilen kullanict
hikayeleri gelistirme takimi tarafindan ayrintilandirilir ve gorevlere
boliiniir.

Kullanici hikayelerinin uygulanmasi igin gerekli eforun
tahmin edilmesi, ¢evik planlamanin en Onemli bilesenlerinden
biridir. XP projelerinde bu amacla yaygin olarak planlama pokeri
teknigi kullanilmaktadir. Planlama pokeri, gelistiricilerin kullanici
hikayeleri i¢in bagimsiz tahminler yapmasini ve bu tahminler
iizerinde ortak bir uzlasiya varilmasini saglayan etkilesimli bir
yontemdir (Grenning, 2002).

Planlama pokeri, sayisal dogruluktan ziyade, ekip iiyeleri
arasinda ortak anlayisin olusmasini hedefler. Farkli tahminlerin
nedenleri tartisilarak kullanict hikayesinin belirsiz yonleri agiga
cikarilir. Bu silire¢ hem daha gergekei tahminler yapilmasina hem de
teknik risklerin erken agamada fark edilmesine katki saglar.

Cevik Takimlarda iletisim ve Calisma Ortamm
fletisimin Cevik Siireclerdeki Rolii

Cevik yazilim gelistirme, teknik uygulamalarin &tesinde
giiclii bir iletisim kiiltiirline dayanmaktadir. Cevik yaklasimlarda
bilginin bireyler arasinda hizli ve dogru bi¢cimde aktarilmasi, siirecin
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basaris1 acisindan kritik 6neme sahiptir. iletisimin zayif oldugu
ortamlarda, takim {iiyeleri izole hale gelmekte ve is birligi etkin
bi¢cimde saglanamamaktadir (Moe vd., 2010).

Extreme Programming felsefesinde iletisim, temel
degerlerden biri olarak kabul edilmektedir. Bu baglamda cevik
stiregler, yazili dokiimantasyondan ziyade yiiz yiize iletisimi ve
dogrudan etkilesimi tesvik eder. Amag, yanlis anlamalar1 azaltmak
ve sorunlara hizli ¢éziimler tiretmektir.

Giinliik Stand-up Toplantilari

Gilnliik stand-up toplantilari, ¢evik projelerde iletisimi
giiclendiren temel uygulamalardan biridir. Bu toplantilar genellikle
her giin ayni saatte yapilir ve 15 dakikayr ge¢meyecek sekilde
planlanir. Stand-up toplantilarinda her takim tiyesi ii¢ temel soruya
yanit verir:

¢ Diinden beri ne yaptim?
¢ Bugiin ne yapacagim?
e Karsilastigim engeller nelerdir?

Bu yapi, takim {yelerinin birbirlerinin c¢alismalarindan
haberdar olmasini saglar ve olasi sorunlarin erken asamada goriiniir
hale gelmesine yardimci olur. Stand-up toplantilarinda teknik
detaylara girilmemesi, toplantinin odakli ve verimli olmasini saglar
(Schwaber ve Sutherland, 2020).

Retrospektif Toplantilar1 ve Siirekli Tyilestirme

Retrospektif toplantilari, bir iterasyonun veya siiriimiin
ardindan  gerceklestirilen degerlendirme toplantilaridir.  Bu
toplantilarin temel amaci, siireci iyilestirmeye yonelik g¢ikarimlar
yapmaktir. Retrospektifler, su¢lama veya bireysel performans
degerlendirmesi i¢in degil, 6grenme ve gelisim icin diizenlenir
(Kerth, 2001).



Cevik retrospektiflerde, ekip tiyeleri giivenli bir ortamda
goriislerini paylasabilmelidir. Bu baglamda psikolojik giivenlik,
retrospektiflerin etkinligi acisindan biiyiik 6nem tasir. Ekip, nelerin
iyi gittigini, hangi sorunlarla karsilagildigin1 ve gelecekte nelerin
farkl1 yapilabilecegini birlikte tartigir. Bu yaklasim, ¢evik siireclerin
stirdiiriilebilirligini destekleyen siirekli iyilestirme kiiltiiriinii besler.

Cevik Calisma Ortamu ve Fiziksel Diizen

Cevik yazilim gelistirme, yalnizca siirecleri degil, ¢alisma
ortamlarint da yeniden tanimlamaktadir. XP projelerinde ekip
iiyelerinin ayni fiziksel ortamda, birbirlerine yakin sekilde ¢calismasi
onerilmektedir. Bu diizen, yiiz yiize iletisimi kolaylastirarak bilgi
paylagimini hizlandirir.

Cevik calisma ortamlarinda beyaz panolar, hikaye kartlar1 ve
gorsel araglar Onemli bir yer tutar. Kullanic1 hikayelerinin,
gorevlerin ve ilerleme durumunun gorsel olarak sergilenmesi,
stirecin seffafligin1 artirir. Bu sayede ekip tiyeleri, projenin genel
durumu hakkinda siirekli farkindalik sahibi olur.

Esli programlama (pair programming) uygulamasi da ¢evik
calisma ortammin Snemli bir bilesenidir. Iki gelistiricinin ayni
bilgisayar iizerinde birlikte ¢alismas1 hem kod kalitesini artirmakta
hem de bilgi paylasimimi tegvik etmektedir. Literatiirde, esli
programlamanin hata oranlarini diisiirdiigii ve takim i¢i 6grenmeyi
destekledigi belirtilmektedir (Williams ve Kessler, 2003).

Miisteri Gereksinimleri ve Evrimsel Gelisim
Miisteri Gereksinimlerinin Cevik Yaklasimdaki Konumu

Cevik yazilim gelistirme yaklasimlarinin en ayurt edici
ozelliklerinden biri, miisteri gereksinimlerini siirecin merkezine
yerlestirmesidir.  Geleneksel yazilim gelistirme modellerinde
gereksinimler, proje baslangicinda ayrintili bigimde tanimlanmakta
ve ¢ogunlukla proje siiresince sabit kalacag varsayilmaktadir. Oysa
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cevik yaklagimlar, misterinin ne istedigini baslangigta her yoniiyle
bilmesinin ¢ogu zaman miimkiin olmadigini kabul eder. Bu nedenle
gereksinimler, proje boyunca evrimsel olarak ele alinir.

Bu yaklagimda miisteri, yazilim gelistirme siirecinin pasif bir
izleyicisi degil, aktif bir paydasidir. Miisteri, gereksinimleri
tanimlayan, onceliklendiren ve gelistirilen yazilimi diizenli olarak
degerlendiren bir rol {istlenir. Bu yaklasim, gelistirilen yazilimin is
ihtiyaclariyla uyumunu artirirken, yanlis veya gereksiz 6zelliklerin
erken asamada elenmesini saglar.

Kullanici Hikayeleri ve Gereksinimlerin ifade Edilmesi

Cevik projelerde gereksinimler, genellikle kullanict
hikayeleri (user stories) biciminde ifade edilir. Kullanic1 hikayeleri,
sistemin kullanic1 perspektifinden hangi islevleri yerine getirmesi
gerektigini kisa ve anlasilir climlelerle tanimlar. Bu yaklasim, teknik
ayrintilardan ziyade kullanici degerine odaklanmayi tesvik eder.

Bir kullanic1 hikayesi ¢ogunlukla “Bir kullanici olarak ...
yapmak istiyorum, ¢iinkii ...” bi¢iminde ifade edilir. Bu yap1 hem
gelistiricilerin hem de miisterilerin aymi dili konugmasini saglar.
Kullanic1 hikayelerinin kisa tutulmasi, gereksinimlerin zaman
icerisinde degisebilecegi gercegini yansitir. Ayrintili teknik analizler,
hikayenin implemente edilecegi iterasyon 6ncesinde yapilir.

Cevik yaklagimda kullanict hikayelerinin test edilebilir
olmas1 da kritik bir gerekliliktir. Her hikaye, kabul testleriyle
dogrulanabilir olmalidir. Bu durum, gereksinimlerin belirsizligini
azaltirken, yazilimin gercekten beklenen davranis1 sergileyip
sergilemediginin nesnel bicimde degerlendirilmesine olanak tanir.

Kesif Safthasi ve Evrimsel Gereksinim Y onetimi

Tipik bir XP projesi, kesif sathasi ile baglar. Bu sathada
amacg; miisterinin i ihtiyag¢larimi anlamak, temel kullanici
hikayelerini belirlemek ve kullanilacak teknolojilere iliskin genel bir
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cergeve olusturmaktir. Ancak bu agsama, geleneksel modellerdeki
ayrintili  gereksinim  analiziyle  karigtirllmamalidir.  Cevik
yaklagimlarda hedef, tiim gereksinimleri bastan eksiksiz tanimlamak
degil, en Onemli gereksinimleri belirleyerek gelistirmeye
baslamaktir.

Evrimsel gereksinim yonetimi, ¢evik siireclerin bel kemigini
olusturur. Gelistirilen her iterasyon, miisteriye somut bir iiriin artimi1
sunar. Miisteri, bu artim1 deneyimleyerek geri bildirim verir ve bu
geri bildirimler bir sonraki iterasyonda dikkate alinir. Bu dongii,
gereksinimlerin siirekli olarak rafine edilmesini saglar.

Bu yaklagim, yazilim gelistirmeyi dogrusal bir siirecten
ziyade, 0grenmeye dayali bir doniislim siireci olarak ele alir. Miisteri
gereksinimlerinin yazilima donistiiriilmesi, tek seferlik bir ‘ceviri’
degil, proje boyunca devam eden bir etkilesim siirecidir.

Iterasyonlar, Kabul Testleri ve Miisteri Onay1

Cevik projelerde her iterasyon sonunda gelistirilen 6zellikler,
miisteri tarafindan degerlendirilir. Bu degerlendirme siirecinde kabul
testleri (acceptance tests) onemli bir rol oynar. Kabul testleri,
sistemin kullanici bakis agisindan dogru calisip c¢alismadigini
kontrol eder ve gereksinimlerin karsilandigini dogrular.

Miisterinin  kabul testlerini tanimlamaya aktif bi¢imde
katilmasi, yazilimin beklentilerle uyumlu olmasmi saglar. Kabul
testleri, gelistirici ekibin varsayimlarmi siirlandirarak, yazilimin
gercek kullanim senaryolara gore sekillenmesine katki sunar. Bu
durum, c¢evik yazilim gelistirmenin miisteri odakli dogasini
pekistiren 6nemli bir mekanizmadir (Boehm ve Turner, 2004).

Cevik Yazihhmda Teknik Altyapi ve Araclar
Teknik Altyapinin Cevik Siireclerdeki Onemi

Cevik yazilim gelistirme, insan ve iletisim odakli bir

yaklasim olmakla birlikte, uygun teknik altyapt olmaksizin
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stirdiiriilebilir ~ degildir.  Siirekli  degisen kod tabani, sik
entegrasyonlar ve hizli geri bildirim gereksinimi, otomasyon ve arag¢
destegini zorunlu kilmaktadir. Bu nedenle ¢evik siireclerde
kullanilan teknik araclar, yalnizca yardimer unsurlar degil, siirecin
ayrilmaz parcalaridir.

Cevik projelerde teknik altyapi, miimkiin oldugunca sade
fakat genisletilebilir olacak sekilde tasarlanmalidir. Projenin
baslangicinda asir1 karmasik arac setleri kullanmak yerine, temel
ihtiyaclar1 ~ karsilayan araglarla  baslanmasi ve ihtiyaclar
dogrultusunda  altyapmmin  evrimsel  olarak  gelistirilmesi
Onerilmektedir.

Versiyon Kontrol Sistemleri

Versiyon kontrol sistemleri, c¢evik yazilim gelistirme
stireclerinin temel bilesenlerinden biridir. Birden fazla gelistiricinin
ayn1 kod tabani lizerinde es zamanh c¢alisabilmesi, ancak etkili bir
versiyon kontrol mekanizmasiyla miimkiin olmaktadir. Versiyon
kontrol sistemleri, kod degisikliklerinin izlenmesini, geri alinmasin
ve birlestirilmesini saglar (Spinellis, 2012).

Cevik projelerde gelistiricilerin sik araliklarla kodlarini
merkezi bir depoya gondermesi tesvik edilir. Bu yaklagim,
entegrasyon sorunlarinin erken asamada ortaya ¢ikmasina yardimci
olur. A¢ik kaynakli sistemlerden kurumsal ¢oziimlere kadar genis bir
ara¢ yelpazesi bulunmakla birlikte, ¢evik felsefe acisindan nemli
olan aracin kendisi degil, nasil kullanildigidur.

Derleme ve Yapilandirma Araglari

Cevik yazilim gelistirme siire¢lerinde, kodun manuel olarak
derlenmesi ve paketlenmesi siirdiiriilebilir degildir. Bu nedenle
otomatik derleme (build automation) araglar1 yaygin olarak
kullanilmaktadir. Derleme araglari, kaynak kodun derlenmesi,
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testlerin calistirilmast ve c¢alistirilabilir paketlerin olusturulmasini
otomatiklestirir.

Otomatik  derleme siireci, gelistiricilerin ~ zamanini
tekrarlayan manuel islemlerden kurtarirken, hata olasiligini da
azaltir. Ayrica her derleme siirecinin ayni adimlar1 izlemesi,
ortamdan kaynaklanan tutarsizliklarin oniline gecer. Bu durum,
ozellikle cevik projelerde sik yapilan entegrasyonlar agisindan
biiylik 6nem tasir (Humble ve Farley, 2010).

Cevik Ara¢ Ekosistemi ve Entegrasyon

Cevik yazilim gelistirme, tek bir aragtan ziyade, birbiriyle
entegre calisan araglardan olusan bir ekosistemi gerektirir. Proje
yonetimi, siirim kontrolii, derleme, test ve dagitim araglarinin
uyumlu bi¢imde ¢alismasi, siirecin etkinligini artirir.

Bu entegrasyon, ¢evik ekiplerin yazilimin durumunu anlik
olarak izleyebilmesine olanak tanir. Kodun derlenip derlenmedigi,
testlerin ge¢ip gegmedigi ve sistemin dagitima hazir olup olmadig,
seffaf bicimde goriilebilir. Bu goriiniirliik, ¢evik siireglerin temel
ilkelerinden biri olan geri bildirimin hizlanmasina katki saglar (Kim
vd., 2016).

Cevik Tasarim: Test Edilebilirlik, SOLID ve Evrimsel Tasarim
Cevik Tasarim Anlayist

Geleneksel yazilim gelistirme yaklagimlarinda tasarim,
cogunlukla gelistirme siirecinin basinda tamamlanan, ayrintili ve
kapsaml1 bir faaliyet olarak ele alinmaktadir. Bu yaklasimda amag,
yazilimin tim mimari ve tasarimsal kararlarin1 6nceden belirlemek
ve gelistirme siirecini bu plana sadik kalarak yiiriitmektir. Ancak
cevik yazilim gelistirme yaklagimlari, bu anlayisin degisken
gereksinimlere sahip projelerde siirdiiriilebilir olmadigini savunur.

Cevik tasarim, yazilim tasarimini statik bir ¢ikt1 olarak degil,

gelistirme siireci boyunca evrilen bir yapi olarak ele alir. Bu
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yaklagim, literatiirde evrimsel tasarim (evolutionary design) olarak
da adlandirilmaktadir. Evrimsel tasarimda amag, yazilimi
baslangigta miimkiin oldugunca sade tutmak, ancak yeni
gereksinimler ortaya c¢iktikga tasarimi  kontrolli  bigimde
gelistirmektir (Fowler, 2018).

Cevik tasarim anlayisi, gereksiz karmasikliktan kaginmayi,
yalin ¢oziimler liretmeyi ve yazilimin degisime agik olmasini temel
hedefler arasinda goriir. Bu baglamda ‘en basit ¢6ziim’ ilkesi, ¢evik
tasarimin temel taslarindan biridir.

Test Edilebilirlik Kavrami

Test edilebilirlik, bir yazilim sisteminin test edilme
kolayligini1 ifade eden 6nemli bir kalite 6zelligidir. Cevik yazilim
gelistirme siireclerinde testler, gelistirme faaliyetinin ayrilmaz bir
pargasi olarak ele alindigindan, test edilebilirlik kavrami kritik bir
rol oynamaktadir. Test edilebilirligi diisiik olan sistemlerde, testlerin
yazilmasi ve siirdiiriilmesi zorlagsmakta ve bu durum cevik siireclerin
hizin1 ve etkinligini olumsuz etkilemektedir (Binder, 2020).

Test edilebilir bir tasarim, bilesenler arasindaki
bagimliliklarin gevsek (loosely coupled) olmasini, sorumluluklarin
net bicimde ayrilmasim1i ve dis bagimliliklarin kolayca taklit
edilebilmesini gerektirir. Bu baglamda bagimlilik enjeksiyonu,
arayiiz kullanim1 ve modiiler tasarim gibi yaklasimlar, test
edilebilirligi artiran temel tasarim teknikleri arasinda yer almaktadir.

Cevik projelerde test edilebilirlik, yalnizca teknik bir hedef
degil, ayn1 zamanda stratejik bir gerekliliktir. Stirekli entegrasyon ve
test glidiimlii gelistirme gibi uygulamalar, test edilebilir tasarimlarin
varligini zorunlu kilmaktadir.

SOLID Prensipleri ve Cevik Tasarim

SOLID prensipleri, nesne yonelimli yazilim tasariminda
stirdiiriilebilir ve esnek sistemler gelistirmek amaciyla dnerilen bes
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temel ilkeden olusmaktadir. Bu ilkeler; tek sorumluluk, acik-kapali,
Liskov yerine ge¢cme, arayliz ayrimi ve bagimliliklarin tersine
cevrilmesi prensiplerini kapsamaktadir (Martin, 2018).

Cevik yazilim gelistirme baglaminda SOLID prensipleri,
degisime direncli degil, degisimi kolaylastiran bir tasarim anlayisini
destekler. Ozellikle Tek Sorumluluk Prensibi (SRP), cevik projelerde
sik karsilasilan gereksinim degisikliklerine hizli uyum saglanmasina
katki sunar. Benzer sekilde Acik-Kapali Prensibi (OCP), mevcut
kodu degistirmeden yeni davranislarin eklenebilmesini miimkiin
kilar.

SOLID prensiplerinin ¢evik projelerde uygulanmasi,
yazilimin  bakim maliyetlerini  diisiirmekte ve refactoring
faaliyetlerini daha giivenli hale getirmektedir. Ancak bu prensiplerin
asirt ve baglamdan kopuk bicimde wuygulanmasi, gereksiz
karmasikliga yol agabilmektedir.

Evrimsel Tasarim ve Refactoring

Evrimsel tasarim yaklasiminda yazilim, gereksinimler
dogrultusunda adim adim gelistirilmektedir. Bu siiregte refactoring,
yani kodun dis davranisini degistirmeden i¢ yapisinin iyilestirilmesi,
merkezi bir rol oynamaktadir. Refactoring faaliyetleri, tasarimin
zaman icerisinde bozulmasini engelleyerek yazilimin uzun vadede
stirdiiriilebilir olmasini saglar.

Cevik projelerde refactoring, genellikle her iterasyonun
dogal bir parcast olarak ele alinir. Yeni &zelliklerin eklenmesi
sirasinda ortaya c¢ikan tasarim sorunlari, kiiclik ve kontrollii
refactoring adimlariyla giderilir. Bu yaklasim, biiyiik ve riskli
yeniden yazim projelerinin oniine geger.
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Birim Testleri, Test Giidiimlii Gelistirme (TDD) ve Refactoring
Birim Testlerinin Cevik Yazilimdaki Yeri

Birim testleri, yazilim sisteminin en kiigiik test edilebilir
bilesenlerinin dogrulugunu sinamak amaciyla yazilan otomatik
testlerdir. Cevik yazilim gelistirme siireclerinde birim testleri,
yalnizca kalite giivence araci degil, ayn1 zamanda tasarim ve
gelistirme siirecini  yonlendiren bir mekanizma olarak ele
alimmaktadir (Meszaros, 2007).

Cevik projelerde birim testlerinin otomatik olmasi, testlerin
sik araliklarla ¢alistirilabilmesini ve hizli geri bildirim alinmasini
saglar. Bu durum, gelistiricilerin hatalar1 erken asamada tespit
etmesine ve diizeltmesine olanak tamir. Birim testleri, stirekli
entegrasyon siireclerinin de temel yap1 taglarindan biridir.

Test Glidiimlii Gelistirme (TDD)

Test giidiimlii gelistirme (Test-Driven Development — TDD),
yazilim gelistirme siirecinde testlerin koddan once yazilmasini
ongoren bir yaklagimdir. TDD dongiisii genellikle kirmizi—yesil—
refactor adimlariyla ifade edilir. ilk adimda basarisiz bir test yazilir
(kirmiz1), ardindan testi gececek en basit kod yazilir (yesil) ve son
olarak kod refactoring ile iyilestirilir.

TDD yaklasimi, gelistiricileri gereksinimleri daha net
diistinmeye ve test edilebilir tasarimlar liretmeye tesvik eder.
Testlerin Once yazilmasi, gelistiricinin sistemin nasil davranmasi
gerektigini agik bigimde tanimlamasini saglar. Bu durum hem kod
kalitesini artirmakta hem de gereksinimlerin yanlis anlasilmasini
azaltmaktadir (Janzen ve Saiedian, 2005).

Literatiirde TDD’nin hata oranlarim1 azalttigt ve kodun
bakimin1 kolaylastirdigina dair ¢ok sayida ¢aligma bulunmaktadir.
Ancak TDD’nin etkili bicimde uygulanabilmesi, gelistiricilerin test
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yazma becerilerinin gelismis olmasini ve organizasyonel diizeyde bu
yaklasimin desteklenmesini gerektirmektedir.

Birim Testleri ile Tasarim Arasindaki iliski

Birim testleri ve tasarim arasinda c¢ift yonli bir iliski
bulunmaktadir. Iyi tasarlanmis sistemler daha kolay test
edilebilirken, test yazma siireci de tasarim kararlarin1 dogrudan
etkilemektedir. TDD uygulanan projelerde, karmasik ve siki bagl
tasarimlar genellikle test yazimini zorlastirmaktadir. Bu durum
gelistiricileri daha modiiller ve sade ¢Ozlimler {retmeye
yonlendirmektedir (Ashbacher vd., 2010).

Bu baglamda birim testleri, yalnizca hatalar1 yakalayan
araclar degil, ayn1 zamanda tasarimin kalitesini degerlendiren geri
bildirim mekanizmalar1 olarak da goriilebilir. Test yazmanin zor
oldugu durumlar, ¢ogu zaman tasarimin yeniden ele alinmasi
gerektigine isaret etmektedir.

Refactoring ve Siirekli Kalite Iyilestirme

Refactoring, ¢evik yazilim gelistirme siireglerinde kaliteyi
strdiirtilebilir kilan temel uygulamalardan biridir. Birim testleri ve
TDD, refactoring faaliyetlerinin giivenli bicimde
gerceklestirilmesini miimkiin kilar. Testlerin varligi, gelistiricilerin
kodu 1iyilestirirken sistem davraniginin bozulmadigindan emin
olmasin saglar.

Cevik projelerde refactoring, biiyiik ve seyrek yapilan bir
faaliyet degil, kiigiik ve siirekli adimlarla gerceklestirilen bir siirectir.
Bu yaklagim, teknik borcun birikmesini engeller ve yazilimin uzun
vadeli bakim maliyetlerini diisiirtir.

-17--



Siirekli Entegrasyon ve Siirekli Teslimat (CI/CD)
CI/CD Kavraminin Ortaya Cikist

Cevik yazilim gelistirme stireglerinde kodun sik araliklarla
degistirilmesi, entegrasyon problemlerini kagmilmaz hale
getirmistir. Birden fazla gelistiricinin ayn1 kod tabani iizerinde
paralel ¢alismasi, manuel entegrasyon yaklagimlarini siirdiiriilemez
kilmisti. Bu baglamda Siirekli Entegrasyon (Continuous
Integration, CI) ve Siirekli Teslimat (Continuous Delivery, CD)
kavramlari, ¢evik yazilim gelistirme siire¢lerinin dogal bir uzantisi
olarak ortaya ¢ikmistir (Humble ve Farley, 2010).

Siirekli entegrasyon, gelistiricilerin kodlarin1 ortak bir
depoya sik araliklarla gondermesi ve her gonderim sonrasi kodun
otomatik olarak derlenip test edilmesini ifade eder. Siirekli teslimat
ise, basarili entegrasyonlarin ardindan yazilimin {iretim ortamina
hazir hale getirilmesini saglayan otomasyon siireclerini kapsar.

Siirekli Entegrasyonun Temel Ilkeleri

Stirekli entegrasyon yaklasimimin temelinde erken hata
tespiti ve hizli geri bildirim yer almaktadir. CI siireglerinde her kod
degisikligi otomatik olarak test edilmekte ve entegrasyon hatalari
erken asamada goriinlir hale gelmektedir. Bu durum, hata diizeltme
maliyetlerini 6nemli dl¢lide azaltmaktadir.

ClI siireglerinde yaygin olarak uygulanan ilkeler sunlardir:
e Sik kod birlestirme
e Otomatik derleme
e Otomatik test ylirlitme
e Hizli geri bildirim

e Her zaman ¢alisir durumda bir ana dal
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Bu ilkeler, ¢evik yazilim gelistirme felsefesiyle dogrudan
ortiismektedir.

Siirekli Teslimat ve DevOps Entegrasyonu

Stirekli teslimat, yazilimin liretim ortamina dagitilmasinin
teknik ve operasyonel risklerini azaltmayr amaglar. Dagitim
siirecinin otomatiklestirilmesi, insan kaynakli hatalarin Oniine
gecerken siliriim yonetimini de kolaylagtirmaktadir (Kim vd., 2021).

CI/CD yaklagimlari, DevOps kiiltiiriiyle birlikte ele
alindiginda yazilim gelistirme ve operasyon siiregleri arasindaki
sinirlart ortadan kaldirmaktadir. Bu biitiinlesme, ¢evik yazilim
gelistirme siireclerinin organizasyonel diizeyde Olgeklenmesine
olanak tanimaktadir.

Cevik Yazihmda Yapay Zeka Kullanimi
Al ve Cevik Yazilimin Kesisim Noktas1

Son yillarda yapay zeka (Al) tabanhi araclarin yazilim
gelistirme stireglerine entegrasyonu, g¢evik yazilim ekipleri i¢in
onemli firsatlar sunmaktadir. Cevik yazilim gelistirme, hiz, geri
bildirim ve stirekli iyilestirme iizerine kuruluyken; yapay zeka
otomasyon, tahminleme ve Oriintii kesfi gibi yetenekleriyle bu
stirecleri desteklemektedir (Amershi vd., 2019).

Cevik Siireclerde Al Destekli Uygulamalar

Al tabanli araclar, c¢evik yazilim siireclerinde farklh
asamalarda  kullanilabilmektedir. Kullanic1  hikéyelerinin
olusturulmasi, backlog refinement, sprint tahminleri, kod iiretimi ve
test otomasyonu bu alanlar arasinda yer almaktadir. Ozellikle dogal
dil isleme teknikleri, kullanic1 gereksinimlerinin analiz edilmesini ve
daha net ifade edilmesini miimkiin kilmaktadir (Zhao vd., 2021).

Kod iiretimi ve refactoring siireglerinde Al destekli araclarin
kullanilmasi, gelistirici verimliligini artirmakta ve sprint kapasitesini
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yiikseltmektedir. Bununla birlikte, AI araglarinin Onerilerinin
elestirel bir siizgecten gecirilmesi gerekmektedir.

Etik, Giivenlik ve Smirliliklar

Al kullaniminin yayginlasmasi, etik ve glivenlik konularini
da giindeme getirmektedir. Yanlis 6neriler, lisans sorunlar1 ve gizlilik
ihlalleri, Al destekli yazilim gelistirme siireclerinde dikkat edilmesi
gereken riskler arasinda yer almaktadir (Floridi vd., 2018).

Bu baglamda yapay zeka, g¢evik ekiplerin yerini alan bir
unsur degil, karar destek mekanizmasi olarak konumlandirilmalidir.
Insan uzmanhgi ve deneyimi, Al destekli sistemlerin saglikli
bigcimde kullanilabilmesi i¢in vazge¢ilmezdir.

Cevik Yazilm ve Kariyer Perspektifi

Cevik yazilim gelistirme, yalnizca teknik siiregleri degil,
yazilim miihendislerinin kariyer anlayisint da doniistiirmiistiir.
Glinlimiiz yazilim miihendislerinden yalnizca teknik bilgiye sahip
olmalar1 degil ayn1 zamanda iletisim, takim calismasi ve siirekli
ogrenme becerilerini de gelistirmeleri beklenmektedir (Fitzgerald ve
Stol, 2017).

Cevik ekiplerde calisan yazilim miihendisleri, farkli rolleri
deneyimleme ve disiplinler arasi ig birligi yapma firsat1 bulmaktadir.
Bu durum, kariyer gelisimini hizlandirmakta ve miihendislerin
adaptasyon yeteneklerini artirmaktadir. Ayrica DevOps ve Al
destekli yazilim gelistirme yaklasimlari, yazilim miihendisligi
kariyerinde yeni uzmanlik alanlarinin ortaya ¢ikmasina yol agmaistir.

Sonuc¢

Bu kitap boliimiinde ¢evik yazilim gelistirmenin kuramsal
temelleri, Extreme Programming yaklasimi, planlama ve iletisim
stirecleri, ¢evik tasarim ve test uygulamalari, CI/CD ve DevOps
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entegrasyonu ile yapay zeka destekli gevik siirecler biitiinciil bir
bakis agisiyla ele alinmustir.

Cevik yazilim gelistirme, degisken ve belirsiz ortamlarda
etkili ¢ozlimler sunan gii¢lii bir yaklasim olmakla birlikte, basarisi
teknik uygulamalarin 6tesinde insan faktorii ve organizasyonel
kiiltiire baghdir. Yapay zeka ve otomasyon teknolojilerinin ¢evik
stireglere entegrasyonu, bu yaklasimin gelecekte daha da evrilmesine
katki saglayacaktir.
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BOLUM 2

KABLOSUZ AGLARDA DENEYIM KALITESI
(QOE): KAVRAMSAL CERCEVE, OLCUM
METODOLOJILERI VE YONETIM
STRATEJILERI

SEMiH KAHVECI!

RAMAZAN AKKURT?

Giris
Son yillarda telekomiinikasyon ve ag teknolojilerinde
yasanan devrim niteligindeki gelismeler, kiiresel internet trafiginin
yapisint ve kullanicilarin dijital tiiketim aliskanliklarin1 kokten
degistirmektedir. Gliniimiizde ag kaynaklarinin kullanimi, statik veri
transferinden dinamik ve yliksek bant genisligi gerektiren c¢oklu
ortam (multimedya) uygulamalarina kaymistir. Bu doniisiimiin
merkezinde ise, internet trafiinin aslan payini olusturan ¢evrimigi
video izleme aktiviteleri yer almaktadir. Ozellikle Netflix, Amazon

Prime, YouTube ve Disney+ gibi "Over-the-Top" (OTT) video akis
hizmetlerinin kiiresel dlgekte yayginlagsmasi, video akisini modern

' Ars. Gor. Dr, Mersin Universitesi Miihendislik Fakiiltesi, Bilgisayar
Miihendisligi, Orcid: 0000-0002-1495-6295

2 Ars. Goér., Mersin Universitesi Miihendislik Fakiiltesi, Bilgisayar Miihendisligi,
Orcid: 0000-0003-2319-9887
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ag sistemlerinin en popiiler ve yonetimi en zor uygulamasi haline
getirmistir. Ancak, hizmet saglayicilarin sayisinin artmastyla birlikte
olusan bu yogun rekabet ortaminda, platformlarin varliklarini
stirdiirebilmeleri sadece igerik sunmaya degil, sunulan igerigin
kalitesine bagli hale gelmistir. Teknik altyapinin kusursuz ¢alismasi
tek basina yeterli olmamakla birlikte kullanicinin hizmeti algilama
bi¢imi belirleyici faktdr olarak &ne ¢ikmaktadir. Iste bu noktada,
hizmet saglayicilarin kullanict memnuniyetini 6lgmek, anlamak ve
maksimize etmek icin bagvurduklar1 Kullanict Deneyim Kalitesi
(Quality of Experience - QoE) kavrami, ag yonetiminin ve dijital
servislerin siirdiiriilebilirliginin en kritik bileseni olarak literatiirde
ve endiistride yerini almaktadir (Barakovi¢ ve Skorin-Kapov, 2013).

Kullanict Deneyim Kalitesi (Quality of Experience - QoE),
en genel tanimiyla, bir uygulamanin veya hizmetin son kullanici
tarafindan algilanan 6znel kabul edilebilirlik diizeyidir. Uluslararasi
Telekomiinikasyon Birligi - Telekomiinikasyon Standardizasyon
Sektorii(ITU-T) “niin standartlarinda belirtildigi tizere bu kavram,
kullanicinin bir hizmetten ne kadar memnun kaldigini, hizmetin
kullanicinin beklentilerini ne Ol¢lide karsiladigini ifade eden,
tamamen insan odakli bir metriktir. QoE'nin tarihsel sahneye ¢ikisi,
2000 yillarin bagina, telekomiinikasyon diinyasinda yasanan kritik
bir paradigma degisimine dayanir. Baslangicta miithendislik diinyasi
sadece agin teknik performansina odaklanirken, zamanla aglarin
teknik kapasitesi artmasina ragmen kullanict sikayetlerinin
azalmadig1 fark edilmistir. Bu durum, teknik mikemmelligin
kullanict mutlulugunu garanti etmedigi gercegini ortaya ¢ikarmis ve
endiistrinin odagini "Ag Merkezli" (Network-Centric) yaklagimdan
"Kullanic1 Merkezli" (User-Centric) yaklasima kaydirmasina neden
olmustur. QoE kavramu, iste bu boslugu doldurmak ve teknolojiyi
insan psikolojisiyle birlikte ele almak ihtiyacindan dogmustur (Taha
vd., 2021).
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QoE'nin giiniimiizdeki hayati 6nemi, servis saglayicilar i¢in
artik bir tercih degil, rekabetci piyasada hayatta kalma (survival)
meselesi olmasindan kaynaklanmaktadir. Modern telekomiinikasyon
pazarinda kullanicilar, teknik detaylari bilmeden sadece hizmetin
onlara nasil hissettirdigine odaklanmaktadirlar. Eger bir kullanici
kotlii bir deneyim yasarsa, operatoriinii veya kullandigi servisi
degistirme egilimi gostermektedir. Bu nedenle QoE, miisteri
sadakatini saglamanin ve geliri korumanin temel anahtaridir.
Kullanim alanlar1 agisindan bakildiginda, o6zellikle video akis
(streaming) hizmetlerinde (YouTube, Netflix gibi) donma veya
¢Oziiniirlik sorunlarinin yonetimi, VoIP (internet lizerinden ses)
goriismelerinde gecikme ve yankinin engellenmesi, online
oyunlarda ise anlik tepki siirelerinin optimize edilmesi gibi alanlar
one ¢ikmaktadir. Pratikte QoE yonetimi, ag kaynaklarmin (6rnegin
bant genisliginin) rastgele degil, kullanicinin o anki memnuniyetini
maksimize edecek sekilde dagitilmasini hedefler.

Deneyim Kalitesi (QoE) yonetiminin ihmal edildigi bir igerik
saglama senaryosu ele alindiginda, son kullanici tarafinda
olusabilecek hizmet kusurlar1 dramatik sonuglar dogurmaktadir. Bir
kullanicinin video akigini baglatma istegine ragmen,;

e Yanlis icerik gdsterimi,

¢ Oynatma komutuna sistemin tepki vermemesi (baglangic
gecikmesi),

e Akisin  basladigt  ancak stk stk donmalarla
(stalling/rebuffering) kesintiye ugradigi veya video
cOzuintirliiglinde istikrarsiz dalgalanmalarin  (quality
switching) yasandigit  durumlar, hizmetin kabul
edilebilirligini ortadan kaldirmaktadir.

Bu tiir hizmet kusurlari, kullanicinin biligsel ve duygusal
algisinda dogrudan bir memnuniyetsizlik yaratmakta ve hizmet
saglayiciya yonelik giiveni sarsmaktadir. Giiniimiiziin rekabetci
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dijital pazarinda, video akis hizmetlerinin siirdiiriilebilirligi, yalnizca
icerigin kendisine degil, bu igerigin son kullaniciya sunulma
Ustiinliigiine baglhdir. Literatiirde belirtildigi tizere, kullanicinin
yasadig1 deneyimi anlik olarak izleme ve yonetme yetenegi, miisteri
sadakatini saglamak ile miisteri kaybi1 arasindaki ince ¢izgiyi
belirleyen en kritik faktordiir (Barakovi¢ ve Skorin-Kapov, 2013).

Tarihsel sliregte arastirmacilar, Deneyim Kalitesini (QoE)
Olctimlemek i¢in uzun siire yalnizca Hizmet Kalitesi (QoS)
parametrelerine giivenmis ve '"yiiksek QoS, yiksek QoE ile
sonuglanir" varsayimini  kabul etmiglerdir. ITU-T standartlart
cercevesinde QoS, iiciincii taraf (Third-Party) veya Icerik Dagitim
Aglar1 (CDN) dahil olmak iizere tiim altyapinin teknik performansini
belirleyen 6zelliklerin toplami olarak tanimlanmaktadir. Ancak (Dai,
2011) ve (Barakovi¢ ve Skorin-Kapov, 2013) tarafindan
detaylandirildigi lizere; bant genisligi, gecikme, paket kayb, titresim
(jitter) ve onbellek dolulugu gibi tamamen objektif ve makine odakl
bu metriklerin, insan algisindaki siibjektif karsiligin1 tam olarak
yansitmadig1 giiniimiizde kabul goren bir gergektir. Iki kavram
arasindaki bu kritik ayrim, Barakovi¢’in de altini ¢izdigi lizere
iligkinin dogrusal (non-linear) olmamasindan kaynaklanir; teknik
kaliteyi (QoS) artirmak her zaman kullanict memnuniyetini (QoE)
ayni1 oranda artirmayabilir, zira insan algis1 belirli bir esikten sonraki
tyilestirmeleri fark etmezken, kiigiik bir teknik hata psikolojik olarak
biiyiik bir memnuniyetsizlige yol agabilir. Ozetle QoS, hizmetin
teknik teslimat mekanizmasmin verimliligini olgerken, QoE bu
teslimatin kullanic1 zihninde yarattig1 nihai tatmini dlgmektedir.

Sekil 1 ile sunulan sema, Hizmet Kalitesi (QoS) ile Deneyim
Kalitesi (QoE) arasindaki kapsam ve odak farkini
somutlastirmaktadir. Sekilden de anlasilacag iizere QoE, ugtan uca
(end-to-end) hizmetin tamamina odaklanan biitiinciil bir kavram
olarak tanimlanmaktadir. QoS ise bu deneyimin yalnizca teknik
dagitim ve ag iletim katmanin1 kapsamaktadir. Bu baglamda QoS,
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QoE ckosisteminin kritik bir bileseni olmakla birlikte, esasen onun
teknik bir alt kiimesi niteligindedir.

Sekil 1: QoE ve QoS farki (Perkis, 2013)
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Literatiirde de vurgulandig lizere, ag trafigine dair tiim QoS
gereksinimlerinin karsilanmasi, yiiksek bir QoE elde edilecegini
garanti etmez (gerekli koulouri ancak yeterli degildir). Zira teknik
parametreler ne kadar kusursuz olursa olsun, nihai memnuniyet
seviyesinde son kullanicinin siibjektif algisi, psikolojik durumu ve
beklentileri belirleyici rol oynamaktadir.

QoE Modelleme ve Yonetim Esaslari

Deneyim Kalitesi (QoE) yonetiminde stirdiiriilebilir bir
basar1 elde edebilmek, dncelikle insan algisinin karmasik yapisinin
ve bu algiy1 sekillendiren digsal degiskenlerin derinlemesine
anlagilmasini gerektirmektedir. QoE modelleme siireci, temel olarak
Olciilebilir teknik parametreler ile kullanicinin siibjektif memnuniyet
seviyesi arasindaki dogrusal olmayan iliskiyi matematiksel olarak
ifade etmeyi amaclamaktadir. Giivenilir bir modelin nihai hedefi,
belirli bir hizmet senaryosu ve kosullar altinda kullanicinin olas1
QoE puanim yiiksek dogrulukla tahmin etmektir (Barakovi¢ ve
Skorin-Kapov, 2013).
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QoE Etki Faktorleri (Influence Factors - IFs)

Kullanicinin bir hizmeti deneyimleme siirecinde algiladigi
kaliteyi dogrudan veya dolaylh olarak degistirebilen, kullaniciya,
sisteme, hizmete veya ortam baglamina ait her tiirlii karakteristik
ozellik "Etki Faktorii" olarak tanimlanir (Barakovi¢ ve Skorin-
Kapov, 2013). Literatirde bu faktorler, yoOnetilebilirligi
kolaylagtirmak adina {i¢ temel kategori altinda toplanmaistir:

Insan Faktorleri (Human IFs): Kullanicinin demografik,
fiziksel ve psikolojik 6zelliklerini kapsar. Bu kategori; cinsiyet, yas,
egitim diizeyi gibi statik Ozellikleri igerebilecegi gibi; kullanicinin
anlik duygusal durumu, motivasyonu, gorsel ve isitsel keskinligi gibi
dinamik degiskenleri de ifade eder. Ornegin, kullanicinin o anki ruh
hali, aynm teknik kalitedeki bir videoyu farkli puanlamasina neden
olabilir.

Sistem Faktorleri (System IFs): Bir uygulama veya hizmetin
teknik  olarak dretilen kalitesini  belirleyen  deterministik
ozelliklerdir. Igerik iiretiminden (kodlama/encoding), ag iizerinden
iletime (gecikme, paket kaybi, bant genisligi) ve son kullanici
cihazindaki gosterime (ekran ¢oziliniirliigili, cihaz performansi) kadar
olan tiim teknik zinciri kapsar.

Baglam Faktorleri (Context IFs): Kullanicinin hizmeti aldig:
esnadaki fiziksel, zamansal, sosyal ve ekonomik ortami tanimlar.
Kullanicinin  konumu (ev/hareketli arag), hizmetin maliyeti,
abonelik tiirii, ortam 15181 veya gizlilik gereksinimleri bu kategoride
degerlendirilir (Barakovi¢ ve Skorin-Kapov, 2013).

QoE Degerlendirme Metodolojileri

Tasarlanan QoE modellerinin dogrulanmas: ve kalitenin
olgiimii, literatiirde Siibjektif (Oznel) ve Objektif (Nesnel)
degerlendirme olmak iizere iki ana eksende incelenmektedir.
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Siibjektif (Oznel) Degerlendirme

Stibjektif degerlendirme, QoE o6l¢iimiiniin "Altin Standard1"
(Ground Truth) olarak kabul edilir. Bu yontemde, kontrollii bir
laboratuvar ortaminda veya saha kosullarinda gercek kullanicilara
(test denekleri) orijinal ve islenmis video dizileri izletilerek,
algiladiklar kaliteyi puanlamalar1 istenmektedir. ITU-T standartlar
cercevesinde en yaygin kullanilan metrik Ortalama Gorilis Puan
(Mean Opinion Score - MOS) olup, kullanicilardan deneyimlerini 1
(Kotii) ile 5 (Miikemmel) arasinda derecelendirmeleri
beklenmektedir (Dat, 2011).Ancak siibjektif  testlerin
uygulanabilirligi konusunda ciddi sinirliliklar mevcuttur:

e Zaman, 1§ giicii ve finansal kaynaklar acisindan yiiksek
maliyetlidir.

e Smirh sayida denek ve video igerigi ile yapildigindan
genellestirilmesi zordur.

e En Onemlisi, ger¢ek zamanli (real-time) izleme ve
miidahale gerektiren durumlarda kullanilmast
imkansizdir.

Objektif (Nesnel) Degerlendirme

Objektif degerlendirme yontemleri, maliyetli ve yavas olan
stibjektif testlere alternatif olarak insan algisini matematiksel
algoritmalarla taklit etmek ve teknik parametrelerden tahmini bir
QoE puam iiretmek amaciyla gelistirilmistir. Burada temel amag,
siibjektif testlerden elde edilen verileri referans alarak, nesnel
parametreleri (gecikme, ¢Oziiniirliik vb.) kullanici memnuniyetine
esleyen modeller kurmaktir.

Objektif modeller, Orijinal Referans Videosuna duyduklari
ihtiyaca gore ti¢ sinifa ayrilir(Seufert vd., 2014):
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Tam Referansli Modeller (Full Reference - FR): Orijinal
video ile bozulmus videoyu kare kare (pixel-by-pixel) karsilastirir.
Insan algisina en yakin sonuglar1 veren yéntemdir (Orn: SSIM,
VQM). Ancak orijinal videonun kaynakta bulunmasim
gerektirdiginden ger¢cek zamanli ag iletiminde kullanilamamaktadir.

Azaltilmis Referansli Modeller (Reduced Reference - RR):
Orijinal videonun tamamina degil, sadece belirli 6zniteliklerine (6zet
bilgilerine) ihtiya¢ duymaktadir.

Referanssiz Modeller (No Reference - NR): Kaynak videoya
ihtiya¢ duymadan, sadece alinan sinyal veya ag verisi iizerinden
kalite tahmini yapmaktadir. Hesaplama verimliligi ve pratiklik
acisindan, Ozellikle akilli telefonlar ve gercek zamanli izleme
sistemleri i¢in en uygun ¢ozimdiir.

Makine Ogrenimi Tabanli Yaklasimlar Geleneksel NR
modelleri, modern video kodlama teknikleri ve karmasik ag
kosullar1 karsisinda yeterli dogruluk saglayamamaktadir. (Panahi
vd., 2024) tarafindan belirtildigi tizere, gilincel literatiirde Makine
Ogrenimi (ML) tabanli hibrit yaklasimlar 6ne ¢ikmaktadir. Bu
yontemde siire¢ su sekilde isler:

o Servis saglayici, temsili video tiirleri (spor, aksiyon, haber
vb.) ile bir baslangic tahmin modeli egitir (Offline
Training).

o Egitilen bu model, istemci cihazlara (Client) iletilir.

o Istemci, gercek zamanli akis sirasinda videonun
Ozniteliklerini ¢ikarir ve bu model iizerinden anlik kalite
tahmini (Qp) yapar.

e Model, yeni video tiirleri ve kullanici davranislariyla
zaman i¢inde giincellenerek dogrulugunu artirir.

Bu modellerin basarisi; segilen algoritmanin (SVM, Random
Forest, Deep Learning) yetenegine, egitim i¢in kullanilan veri setinin
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(Ground-Truth) kalitesine ve videoyu karakterize eden 6zniteliklerin
dogru secilmesine baglidir (Panahi vd., 2024).

QoE Yonetim Dongiisii

QoE yonetimi, sadece Olgiimle sinirli kalmayip, izleme ve
optimizasyonu da igeren kapali bir dongii olarak ele alinmalidir.

izleme ve Ol¢iim (Monitoring)

QoE izleme siireci, agin ve kullanicinin durumuna dair
verilerin toplanmasini igerir. Bu veriler sunlardir:

e Ag Metrikleri: Bant genisligi, paket kaybi, titregim.

e Cihaz Yetenekleri: Ekran ¢oziiniirliigii, CPU yiiki, pil
durumu.

e Uygulama Verileri: Kullanilan kodek, video bit hizi, igerik

tiirti.

Izleme islemi iki noktada gerceklestirilebilir: Ag tarafinda
yapilan izleme (6rnegin Derin Paket Inceleme - DPI ile), sorunlara
hizli tepki verilmesini saglasa da sifreli trafikte yetersiz kalabilir.
Son kullanic1 tarafinda (Client-side) izleme ise, algilanan kalite
hakkinda en dogru veriyi sunar ancak bu verinin merkezi sisteme

geri raporlanmast ek bir trafik yiikii ve protokol gerektirir
(Barakovi¢ & Skorin-Kapov, 2013).

QoE Optimizasyon ve Kontrol

QoE yonetim dongiisiiniin en kritik ve nihai agamas1 olan
optimizasyon siireci, (Taha vd., 2021 )tarafindan 6nerilen yaklagimla,
statik bir kaynak yOnetiminden ¢ikarilip dinamik ve uyarlanabilir
(adaptive) bir kontrol mekanizmasina doniistiirtilmiistiir. Geleneksel
yontemler ag kaynaklarini veri tiirine bakmaksizin dagitirken,
giincel optimizasyon stratejileri "QoE Adaptif Yonetim Sistemi”
(QoE-AMS) prensibine dayanir. Bu sistemde optimizasyon, sadece
agmm o anki durumuna (bant genisligi, gecikme) tepki vermekle

--32--



kalmaz; ayn1 zamanda iletilen multimedya igeriginin karakteristik
ozelliklerini de analiz ederek proaktif kararlar alir. Amag, ag
kosullart bozulmaya basladiginda video akisini tamamen kesmek
yerine, kullanicinin en az hissedecegi sekilde kalite parametrelerini
(¢Oziiniirliik, kare hiz1) anlik olarak yeniden yapilandirmaktur.

Bu kontrol mekanizmasinin merkezinde, videonun mekansal
(spatial) ve zamansal (temporal) karmasikliginin analizi yatar. (Taha
vd., 2021), her video karesinin ag iizerinde yarattif1 yiikiin ve
kullanic1 algisindaki 6neminin esit olmadigin1 vurgulamaktadir.
Ornegin, yiiksek hareketlilik igeren bir aksiyon sahnesi (yiiksek
zamansal karmasiklik) ile duragan bir haber biilteni (diisiik zamansal
karmagiklik) farkli optimizasyon stratejileri gerektirir. Gelistirilen
algoritmalar, agda bir daralma (congestion) tespit ettiginde,
videonun en kritik yapi1 tasglar1 olan I-karelerini (Intra-frames)
koruma altina alirken, algisal olarak daha az fark edilen detaylarin
veya ara karelerin (B-kareleri) aktarimindan stratejik olarak feragat
eder. Boylece, kullanici icin en biiylik memnuniyetsizlik kaynagi
olan "donma" (stalling) olayinin 6niine gegilir.

Sonug olarak, (Taha vd., 2021) tarafindan detaylandirilan bu
optimizasyon yaklagimi, "sinirlt kaynakla maksimum memnuniyet"
hedefini matematiksel bir kesinlige oturtur. Sistem, hem objektif ag
verilerini (QoS) hem de siibjektif video 6zelliklerini ¢apraz katmanl
(cross-layer) bir mimaride isleyerek, tahmin edilen MOS (Mean
Opinion Score) degerini siirekli olarak belirli bir esigin iizerinde
tutmay1 hedefler. Bu sayede, ozellikle kaynaklarin son derece
degisken oldugu kablosuz aglarda dahi, HD ve UHD gibi yiiksek
bant genigligi gerektiren servislerin siirdiiriilebilirligi ve kullanici
sadakati (loyalty) teknik olarak garanti altina alinmis olur.

Kaynak Arastirmalar:

Kablosuz ag teknolojilerindeki hizli evrim ve kullanicilarin
multimedya igeriklerine olan talebinin artmasi, Deneyim Kalitesi
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(Quality of Experience - QoE) kavramini ag yonetiminin merkezine
yerlestirmigtir.  Literatiir incelendiginde, QoE ¢aligmalarinin
kavramsal tanimlamalardan baslayip, adaptif yontemlere ve son
olarak yapay zeka destekli tahmin modellerine dogru evrildigi
goriilmektedir.

Kavramsal Temeller ve YoOnetim Modelleri QoE kavraminin
teorik altyapisi lizerine yapilan ilk ¢aligmalarda, kullanici algisi ile
teknik parametreler arasindaki ayrim netlestirilmistir. (Dai, 2011),
QoE'nin sadece teknik bir sonu¢ olmadigini, Hizmet Kalitesi'nden
(QoS) farkli olarak kullanicinin siibjektif tatminini temsil eden nihai
bir hedef oldugunu vurgulamistir. Benzer sekilde Barakovi¢ ve
(Skorin-Kapov vd., 2018), kablosuz aglarda QoE yonetiminin
karmasikhigina dikkat cekerek, deneyimi etkileyen unsurlari Insan,
Sistem ve Baglam (Context) faktorleri olarak siniflandiran kapsamli
bir yonetim dongiisii onermislerdir. Bu donemde (Chen vd., 2014),
QoS'tan QoE'ye gecis siirecindeki metodolojileri derleyerek
modelleme ¢alismalarina 151k tutmustur.

Klasik Makine Ogrenimi ve Analitik Yaklasimlar QoE'yi
Olciilebilir kilmak adina yapilan ¢alismalarda, baslangigta analitik
formiiller ve geleneksel makine 6grenimi yontemleri kullanilmustir.
(Lloret vd., 2011) ile (Garcia vd., 2009), IPTV sistemlerinde titresim
(jitter), gecikme ve paket kaybi gibi ag parametrelerine dayali
matematiksel ifadeler gelistirmistir. (Menkovski vd., 2010) ise bu
parametreleri Destek Vektor Makineleri (SVM) ve karar agaclari
gibi algoritmalarla isleyerek, siibjektif kullanic1 puanlarini tahmin
etmeye calismistir. (Aroussi ve Mellouk, 2014) tarafindan yapilan
taramada, Rastgele Orman (RF) ve Naive Bayes gibi algoritmalarm
QoS-QoE korelasyonunu kurmadaki basarisi ortaya konmustur.

Adaptif Akis ve Icerik Farkindaligi Ag kosullarinin dinamik
yapisi, statik yonetimden adaptif yonetime gecisi zorunlu kilmistur.
(Seufert vd., 2014), ag kosullarindaki dalgalanmalarin video
akisinda yarattig1 sorunlari ele alarak, HTTP Uyarlamali Akis (HAS)



teknolojisinin 6nemini vurgulamistir. HAS, videoyu mevcut bant
genisligine gore dinamik olarak uyarlayarak donma (stalling)
stirelerini minimize etmekte ve QoE'yi artirmaktadir. Ancak sadece
aga uyum saglamak yeterli degildir; videonun icerigi de dnemlidir.
(Taha vd., 2021), videonun mekansal ve zamansal ozelliklerini
analiz eden icerik farkindalikli (content-aware) bir sistem Onermistir.
Bu sistem, yiiksek hareketli aksiyon sahneleri ile duragan sahneleri
ayirt ederek kaynak optimizasyonu saglamaktadir. Ayrica (Medeiros
vd., 2021), heterojen aglarda hareketlilik (mobility) sorununa
odaklanmis ve sadece sinyal giicline degil, tahmini QoE degerine
bakarak karar veren akilli bir "handover" (baz istasyonu gecis)
mekanizmasi gelistirmistir.

Derin Ogrenme ve Modern Yaklasimlar Son yillarda, ag
trafiginin sifreli hale gelmesi ve veri Oriintiilerinin karmasiklagmasi
ile birlikte Derin Ogrenme (Deep Learning) tabanli yaklasimlar &ne
cikmistir. (Lopez-Martin vd., 2018), ag akis paketlerinden (Network
Flow Packets) 6zellik ¢ikarimi yaparak QoE tahmini gerceklestiren
ilk derin 6grenme modellerinden birini sunmuslardir. Bu ¢aligsma,
otomatik 6zellik ¢ikarimi yetenegi ile literatiirde bir kirilma noktasi
olmustur. Giincel calismalarda ise (Zhang ve Li, 2024), deneyimin
anlik degil kiimiilatif bir silire¢ oldugunu savunarak, video
oturumlarindaki "hafiza etkisini" (hysteresis) modelleyen GRU
(Gated Recurrent Unit) tabanli bir yap1 onermislerdir. (Panahi vd.,
2024) ise  mevcut literatiiri  sentezleyerek, = modern
telekomiinikasyon aglarinda (5G/6G) QoE yoOnetiminin tamamen
yapay zeka destekli ve otonom ¢ergeveler (frameworks) iizerinden
yiiriitiillecegi vizyonunu ortaya koymuslardir.

Literatiirdeki  tarihsel gelisim incelendiginde, QoE
caligsmalarinin baslangictaki kavramsal tanimlama ¢abalarindan,
glinlimiizdeki yapay zeka destekli otonom yonetim sistemlerine
dogru evrildigi acik¢a goriilmektedir. Bu kapsamda, QoE
yonetiminin farkli donemlerini temsil eden, odaklandiklari
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problemler ve gelistirdikleri metodolojiler ile literatiire yon veren

temel ¢alismalarin karsilagtirmali analizi Tablo 1 ile sunulmaktadir.

Tablo 1: QoE literatiiriindeki temel ¢calismalar ve katkilar.
Yazar / Odaklandig1 Yontem / Literatiire Katkis1
Calisma Temel Problem Teknoloji
Dai, 2011 | Kavramsal Kavramsal QoS ve QoE arasindaki

karmasa ve Analiz teorik ayrimi netlestirdi.
standart eksikligi.

Barakovi¢ | Kablosuz aglarda | Taksonomi QoE'yi Insan, Sistem ve

ve yonetim modeli (Etki Baglam faktorleri olarak

Skorin- eksikligi. Faktorleri) smiflandirdi.

Kapov,

2013

Seufert Ag HTTP Donmayu (stalling)

vd., 2014 | dalgalanmalarmin | Adaptif Akis | azaltmak icin istemci
video akigini (HAS) tarafi adaptasyonun
bozmasi. onemini kanitladi.

Lopez- Sifreli trafik ve Derin Ag akis paketlerinden

Martin karmasik 6zellik | Ogrenme QoE tahmini yapan ilk

vd., 2018 | ¢ikarimi. (Deep derin 6grenme

Learning) modellerinden biridir.

Medeiros | Ag gegislerinde Algoritma Sinyal giictine degil,

vd., 2021 | (Handover) kalite | (NS-3 QoE tahminine dayali
kaybi. Simiilasyonu) | ag degistirme

mekanizmasi 6nerdi.

Taha vd., | Icerik tiiriine Icerik Videonun

2021 bakilmaksizin Farkindaligi | hareketliligine gore
kaynak israfi. (Content- kaynak ayiran adaptif

Aware) sistem gelistirdi.

Zhang ve | QoE tahmininde GRU (Gated | Gegmis deneyimin

Li, 2024 "hafiza etkisinin" | Recurrent simdiki algiya etkisini
yoklugu. Unit) (Hysteresis) modelledi.

Panahi Manuel 6l¢limiin | Yapay Zeka/ | Modern ML araglarini

vd., 2024 | imkansizlig1. ML ve 5G/6G vizyonunu

Cerceveleri derledi.

Tablo 1 ile 6zetlenen caligmalarin kronolojik analizi, QoE
literatiiriiniin ge¢irdigi lic temel evreyi gozler Oniine sermektedir.
(Dai, 2011) ve (Barakovi¢ ve Skorin-Kapov, 2013) tarafindan
yapilan Oncii ¢aligsmalar, dncelikle kavramsal karmasay1 gidererek
QoE’yi QoS’tan ayiran teorik temelleri ve etki faktorlerini
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smiflandirmugtir. {lerleyen yillarda (Seufert vd., 2014) ile (Medeiros
vd., 2021) gibi arastirmacilar, bu teorik temelleri "Adaptif Akis" ve
"Handover Yonetimi" gibi spesifik ag sorunlarma uygulayarak
pratik mithendislik ¢oziimleri gelistirmislerdir.

Ancak tablonun son bdliimiinde yer alan Lopez-Martin vd.,
2018) ile baslayan ve (Zhang ve Li, 2024) ile (Panahi vd., 2024)
caligmalarina uzanan siireg, literatiirde bir paradigma degisimine
isaret etmektedir. (Taha vd., 2021)’nin igerik farkindalig1 vurgusuyla
desteklenen bu yeni donemde, artik manuel kural tabanli sistemlerin
yerini; sifreli trafigi analiz edebilen, insan hafizasindaki etkiyi
(hysteresis) modelleyen ve Derin Ogrenme (Deep Learning)
mimarilerini kullanan otonom yapilar almistir. Ozetle bu tablo, QoE
yonetiminin 'reaktif Olglimden', 'proaktif yapay zeka tahminine'
dogru evrildigini kanitlamaktadir.

Sonuc¢ ve Gelecek Calismalar

QoE modelleme, 0l¢iim ve izleme siireglerinin literatiirdeki
evrimi incelendiginde, telekomiinikasyon enddistrisinin sadece
teknik parametreleri (QoS) iyilestirmekten, kullanict memnuniyetini
biitlinciil bir sekilde yonetmeye dogru evrildigi goriilmektedir.
Ancak, modern aglarin artan karmasikhigi ve kullanici
beklentilerinin dinamik yapisi, mevcut QoE yOnetim sistemlerinde
yeni arastirma firsatlarin1 ve zorluklar1 beraberinde getirmektedir.
Bu baglamda gelecekteki c¢alismalarin odaklanmasi gereken
oncelikli alanlardan biri, dinamik ve baglam-duyarli metriklerin
gelistirilmesidir. Geleneksel QoE modelleri genellikle statik
parametrelere dayandigindan, zamanla degisen ag kosullar1 ve
kullanic1 beklentileri karsisinda yetersiz kalabilmektedir. Bu nedenle
yeni nesil caligmalar, sadece video kalitesini degil; kullanicinin
izleme aligkanliklarini, giliniin saatini ve cihaz durumunu igeren
digsal faktorleri de kapsayan, gercek zamanli izlemeye uygun ve
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kullanic1 katiliminin giivenilir bir gostergesi olan metrikler liretmeye
odaklanmalidir.

Metrik gelistirmelerinin yani sira, yapay zeka destekli
davranigsal analiz ve tahmin ydntemlerine duyulan ihtiya¢ da
giderek artmaktadir. Cogu nesnel kalite modeli, Insan Gérsel
Sistemine (HVS) dayali fiziksel algiya odaklansa da, psikolojik ve
davranigsal boyutlar (beklenti, sabir, hafiza etkisi) hala tam olarak
modellenememistir. Literatiirde (Panahi vd., 2024) ile (Zhang ve Li,
2024) tarafindan da vurgulandigi iizere, Derin Ogrenme (Deep
Learning) algoritmalarmin entegrasyonu kaginilmazdir. Ozellikle
videolarin baglama siiresine veya donma olaylarma kars
kullanicinin gdsterdigi sabir esigini ve erken terk etme (churn)
fenomenini analiz eden regresyon modellerine ihtiya¢ vardir. Bu
modellerin, sadece teknik hatalar1 degil, kullanicinin bu hataya
verecegi duygusal tepkiyi ve hafiza etkisini (hysteresis effect) de
ongorebilecek yetkinlikte olmasi hedeflenmektedir.

Bu gelismis modellerin egitilmesi ve dogrulanmasi
noktasinda karsilasilan en biiyiik engellerden biri ise
standartlastirilmis acik veri seti eksikligidir. Tiiketici verilerine
erisimin zor olmasi ve toplanmasinin zaman almasi nedeniyle,
mevcut VQEG ve LIVE gibi veritabanlari modern akis senaryolarini
(UHD, VR, sifreli trafik) temsil etmekte yetersiz kalmaktadir.
Aragtirma toplulugunun makine 6grenimi modellerini saglikli bir
sekilde egitebilmesi i¢in, ger¢ek diinya kosullarii yansitan,
kapsamli  ve etiketlenmis acik kaynakli  veritabanlarmin
olusturulmasi kritik bir gerekliliktir.

Yonetim dongiisiiniin tamamlayicist olarak, video iletim
optimizasyon siire¢lerinin de QoS odakli yapidan, igerik
farkindalikli ve ¢ok kullanicili QoE odakli yapiya evrilmesi
gerekmektedir. Tarihsel olarak bant genisligi maksimizasyonu
tizerine kurulan optimizasyon stratejileri, (Taha wvd., 2021)
caligmasinin da isaret ettigi gibi, artik kullanici memnuniyetini
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maksimize etmeyi hedeflemelidir. Bu dontigiim, 6zellikle dar bogaz
yasanan aglarda her kullanicinin veya her video igeriginin kalite
gereksiniminin ayni olmadig1 gergeginden hareketle, kaynaklarin
kullanicilarin = duyarlhilik  seviyelerine ve videolarin igerik
karmasikligina gore adaletli bir sekilde dagitildigi "QoE Uyumlu
Trafik Planlamasin1" zorunlu kilmaktadir.
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BOLUM 3

YAZILIM GUVENLIK ACIKLARININ YAPAY
ZEKA TABANLI TESPITI

GOZDE MIHRAN KAYA!
IRFAN KOSESOY?
Giris
Yazilim ve bilisim sistemlerinin hayatimizdaki rolii glin gegtikce
artmakta, ancak bu yayginlik beraberinde yeni giivenlik ac¢iklarini da
getirmektedir. Yazilim giivenlik ag¢ig1, bir saldirgan tarafindan
istismar  edilebilecek  yazilim  kodundaki veya  sistem
bilesenlerindeki zafiyetler olarak tanimlanir. Bu zafiyetler
saldirganlarin sistem kontroliinli ele gegirmesine, hassas verileri
sizdirmasina veya hizmet dis1 birakma saldirilar gergeklestirmesine
imkan taniyabilir. Her y1l kesfedilen giivenlik agiklarinin sayis1 hizla
artmaktadir. Ornegin, 2023 yilinda NIST ulusal zafiyetler veri
tabanina 28.817 acik kaydedilmisken bu say1 2024 yilinda 39.982’ye
ylikselmistir. Bu artis trendi, yazilimlardaki giivenlik agiklarinin
ciddi ve biiyliyen bir problem oldugunu gostermektedir.

' Ogretim Gorevlisi, Kocaeli Saglik ve Teknoloji Universitesi, Bilgisayar
Teknolojisi, Orcid: 0000-0003-1522-1159
2 Dr. Ogretim Uyesi, Kocaeli Universitesi, Yazilim Miihendisligi, Orcid: 0000-

0001-5219-5397
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Giivenlik aciklarinin erken tespit edilmesi, Ozellikle yazilim
gelistirme siirecinin baslarinda 6nlem alinmasi agisindan kritik
oneme sahiptir. Ciinkii bir giivenlik agigin1 gelistirme siirecinin
ilerleyen sathalarinda diizeltmek, erken safhalara kiyasla ¢cok daha
maliyetli ve zaman alict olabilmektedir. IBM tarafindan
gergeklestirilen bir arastirmanin bulgularia gore, yazilim gelistirme
stirecinin ilerleyen asamalarinda tespit edilen bir hatanin diizeltme
maliyeti katlanarak artmaktadir; baska bir deyisle, bir hata ne kadar
erken tespit edilirse giderilme maliyeti de o kadar diisiik olmaktadir.
Sekil 1, bu bulguyu destekler bigimde, hatanin yazilim gelistirme
stirecinin farkli agamalarindaki maliyet ¢arpanlarini gorsel olarak
gostermektedir.

Sekil Hata! Belgede belirtilen stilde metne rastlanmadi. IBM arastirma sonucu
maliyet analizi

40 30X
30

15X
20 10X

5X
10 2X i
O R—
ihtiyag Kodlama Birim  Sistem Bitmis
Analizi Test Testi Uriin

Maliyet

Geleneksel olarak yazilimlardaki giivenlik agiklarini bulmak,
uzmanlar tarafindan yapilan manuel kod incelemelerine dayanir.
Ancak bu manuel denetimler biiyiik emek ve uzmanlik gerektirdigi
gibi, insan kaynakli hatalara da agiktir. Bu nedenle, giivenlik
aciklarimin otomatik araglarla tespit edilmesi {izerine yogun
aragtirmalar yapilmaktadir.

Yazilim giivenlik agig1 tespiti i¢in temel yaklasimlar statik analiz,
dinamik analiz ve her ikisini birlestiren hibrit analiz yontemleri
olarak siniflandirilabilir. Son yillarda 6zellikle makine 6grenmesi ve
derin 6grenme tabanli teknikler, bu analiz yontemlerine entegre
edilerek otomatik ve akilli giivenlik agig1 tespiti alaninda umut

vadeden sonuglar vermektedir. Bu bdliimde, yazilim giivenlik
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aciklarinin yapay zeka ile tespitine yonelik yaklagimlar ele alinacak
ve Ozellikle su konular iizerinde durulacaktir: (1) Statik ve dinamik
analiz tekniklerinin tanimlari, kullanim alanlari, avantajlart ve
smirliliklar;; (2) Dogal dil isleme tabanli 0zellik ¢ikarim
tekniklerinin (Word2 Vec, FastText, GloVe vb.) kaynak kod analizine
uyarlanisi; (3) Makine 6grenmesi destekli giivenlik ac¢ig1 analiz
stiregleri ve adimlari; (4) Soyut s6z dizimi agaci (AST) tabanli kod
temsilinin olusturulmasi ve sagladigi avantajlar. Tiim bu konular,
lisans diizeyindeki okuyucularin da anlayabilecegi akademik bir
diizende agiklanmaya c¢alisilacaktir.

GUVENLIK ACIGI TESPIT YAKLASIMLARI

Bilgi sistemlerinin gilivenligine yonelik ana tehditlerden biri
yazilimlardaki giivenlik agiklarimin ortaya c¢ikmasidir. Yazilim
giivenlik aciklari, saldirganlarin kendi avantajlarina
kullanabilecekleri  sistemdeki  zafiyetlerdir. Bu zafiyetler,
saldirganlarin  hassas  bilgileri agia  ¢ikarmasmna  veya
degistirmesine, bir sistemi bozmasina veya yok etmesine, bir
bilgisayar sisteminin veya programinin kontroliinii ele gegirmesine
izin veren, bir yazilim pargasindaki belirli kusurlar veya
gozetimlerdir. Zafiyetli yazilimlarin kullaniomma  sunulmasi
sonrasinda bu  yazilim aciklar1  saldirganlar  tarafindan
kullanilabilmekte, sosyal medyada yer edinebilmekte ve bu durum
sirketlere ve kurumlara itibar, finansal ve lisans kayiplar1 gibi
zararlar yasatabilmektedir. Ge¢miste giivenlik olaylarina ve kotii
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amacli kodun cogalmasina yol agan giivenlik acigr Ornekleri
bulunmaktadir. Ornegin, birgok farkli bilesene ve isleve sahip,
endiistriyel kontrol sistemlerini yeniden programlamak nihai
amacina sahip olan Stuxnet, biiylik ve karmasik bir kotii amaclh
yazilimdir. Mantik denetleyicileri (PLC'ler) iizerindeki kodu
saldirganin  amagladigi  sekilde calistirmak i¢in  yeniden
programlayarak degistiren ve bu degisiklikleri ekipmanin
operatoriinden gizleyen islevlere sahip olan bu giivenlik agig1
alaninda biiylik yanki uyandirmistir. Bu kotii amacgh yazilimin
yarattig1 yanki da g6z oniinde bulunduruldugunda kod analizinin
Oonemi daha iyi anlagilmaktadir.

Yazilimdaki hatalarin bulunmasi ve giderilmesi i¢in kullanilabilecek
teknikler; statik, dinamik ve hibrit yaklasimlar olarak kategorize
edilebilir. Bu tekniklerden, sistem testleri gibi ydntemlerin
uygulanmast yazilimin calhistirllmasini  gerektirmektedir. Bu
yontemlere dinamik yontemler denir. Kod gozden gecirme vb.
yontemler ise kod c¢alistirllmadan gerceklestirilen tekniklerdir. Bu
tekniklere statik yontemler adi verilmektedir. Hem statik hem de
dinamik yontemlerin bir arada kullanildigi hibrit yontemler de
bulunmaktadir. Fuzzy test, taint analiz ve sembolik yiiriitme gibi
yazilim dogrulama alanindaki kavramlar giivenlik agiklarini izlemek
icin basartyla uyarlanmistir. Bununla birlikte, bu yaklasimlarin ¢ogu,
belirli kosullar ve giivenlik ac1g: tiirleri ile sinirlidir.

Statik Analiz Teknikleri

Statitk kod analizi, yazillmin igerdigi hatalarin  yazilim
calistirilmadan tespit edilebilmesi ve sahip oldugu ¢esitli 6zelliklerin
cikarilabilmesidir. Statik tekniklerin amaci, ¢alisma zamaninda
meydana gelen hatalar1 ve giivenlik agiklarmi ortaya ¢ikarmaktir.
Statik teknikler kural tabanl analiz, kod benzerligi/klonu tespiti ve
sembolik yiirlitme gibi temel olarak kaynak kodun analizine
dayalidir. Gilivenlik tespiti gerceklestirilirken kaynak kod tabanli
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statik analiz 6nemli bir yaklagim olmaktadir. Bu yaklagimda desen
tabanli ve kod benzerligine dayali yontemler kullanilmaktadir.
Desen tabanli yontemlerde giivenlik agiklarini temsil etmek igin
uzman kisilerce giivenlik ac¢ig1 6zelliklerinin tanimlanmasi gerekir.
Kod benzerligine dayali yontemlerde ise program kod parcalarina
boliinerek, belirtegler, agaclar ve grafikler dahil olmak iizere her bir
kod parcgasi soyut bigimde temsil edilir ve soyut temsiller araciligiyla
kod parcalar1 arasindaki benzerlikler hesaplanir. Kod benzerligine
dayal1 yaklagimin avantaji, hedef programlarda ayni giivenlik agigini
tespit etmek adina tek bir giivenlik a¢ig1 kodu Orneginin yeterli
olmasdir.

Statik kod analizi, konunun uzmanlar tarafindan kodun goézden
gecirilmesi veya statik kod analiz araclari ile otomatik olarak
yapilabilmesi olmak iizere iki sekilde uygulanabilmektedir. Insanlar
tarafindan kodun gozden gecirilmesi seklinde uygulanan
yontemlerde, fonksiyonel hatalar ortaya ¢ikarilabilir. Statik analiz
araglar1 ile yapilan yontemlerde ise atama ve denetim gibi
programlama hatalar1 tespit edilebilir. Yapilan arastirmalara gore,
insanlarda zamanla olusabilen dikkat dagimikligi nedeniyle kod
gozden gecirme yontemleri, hatalarin gézden kagirilmasi, nitelikli
bir is giicii gerektirmesi ve hiz faktoriinden 6tiirii maliyet agisindan
olumsuz karsilanmasina sebep olmaktadir (Kalay, 2009).

Dinamik Analiz Teknikleri

Dinamik kod analizinde, uygulama izole bir ortamda yiiriitiilerek
uygulamanin davranislar1 izlenmektedir. Kod yiiritiildiigi i¢in
kotiiciil davraniglar gozlenebilmektedir. A etkinligi izleme, dosya
degisikligini izleme ve sistem g¢agrilar1 gibi yontemlerle dinamik
analizler gerceklestirilebilir (Utku & Dogru, 2016).

Hibrit Analiz Yontemleri

Dinamik ve statik analiz teknikleri kendilerine gore avantajlara sahip
olsalar da tek baslarina yeterli degillerdir. Hibrit analiz
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yontemlerinde, otomatize aracglarin bulamadiglr agiklarin tespit
edilmesi amaciyla statik ve dinamik analizin yaninda goézden
gecirme yontemi de dahil edilerek  gilivenlik  testleri
gerceklestirilmektedir.

KAYNAK KODDAN OZELLIK CIKARMA
YONTEMLERI

Giivenlik a¢i1g1 igeren yazilimlar, genellikle birbiriyle
karmasik iligkiler barindiran kod bloklarindan olusmaktadir. Bu
yapisal karmasiklik, makine Ogrenmesi algoritmalarmin kaynak
koda dogrudan uygulanmasini giiclestirmektedir. Bu nedenle,
giivenlik acig1 tespitine yoOnelik makine O6grenmesi tabanh
yaklagimlarda ilk adim olarak program analizi gergeklestirilmekte ve
ardindan koddan anlaml dzellikler ¢ikarilmaktadir. Ozellik ¢ikarimi
tamamlandiktan sonra, elde edilen sayisal temsiller kullanilarak
makine O0grenmesi algoritmalar1 ile giivenli ve giivenli olmayan
kodlarin ayrimi yapilabilmektedir. Bu siire¢ Sekil 2’de gosterildigi
gibi egitim ve analiz asamalar1 olmak tizere iki kisimda incelenebilir.

Makine 6grenmesine dayali yazilim gilivenlik ag¢ig1 analizi
stireci genel olarak iki ana asamada ele alinmaktadir: egitim ve
analiz. Egitim asamasinda, glivenli ve giivenlik agig1 barindiran
kaynak kodlar program analizi ve Ozellik ¢ikarimi siireglerinden
gecirilerek  sayisal vektorlere doniistiiriilii.  Bu  vektorler,
simiflandirma veya tahmin modellerinin egitilmesinde kullanilir.
Analiz agamasinda ise, daha once goriilmemis hedef kodlar aym
ozellik ¢ikarim adimlarindan gegirilir ve egitilmis model yardimiyla
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bu kodlarin giivenlik a¢i1g1 icerip igermedigi belirlenir. Sekil 2 (a)’da
yazilim giivenlik acig1 analizi smiflandiricinin asamalari, Sekil 2
(b)’de hedef kodun giivenlik acig1 icerip igermediginin tespiti
sirasindaki analiz siireci anlatilmaktadir. Her iki siirecte de yer alan
Ozellik c¢ikarma asamasinda yazilim kodlarina o6zellik ¢ikarma
metotlar1 uygulanarak kodlar sayisal vektorlere doniistiiriilmektedir.

Sekil 2 Makine ogrenmesine dayali yazilim giivenlik agigi analizi ¢ercevesi
(Gong et al., 2016)

{
Oznitelik Ozmiljk
Cikarma Cikarma
Makine J
Ogrenmesi H
N

Algoritmasi ~
| — :> Ogrenme
Gitvenlik

Aq@
Durumu @
< > & Gitvenli Kod ) Gitvenli Olmayan Kod \

a) Egitim Agamasi b) Analiz Asamasi

Makine 6grenmesi tabanli giivenlik acig1 analizi yontemleri,
farkl1 bakig acilarina gore siniflandirilabilmektedir(bakiniz Sekil 3).
Program analizi agisindan yontemler; sozciiksel analiz, sozdizimsel
analiz ve anlamsal analiz olmak tizere ii¢ grupta ele alinmaktadir.
Sozciiksel analizde kaynak kod, anahtar kelimeler, operatorler ve
belirtecler (token) seviyesinde incelenirken; so6zdizimsel analizde
kodun yapisal bilesenleri ve dil kurallarima uygunlugu
degerlendirilir. Cogu durumda sézdizimsel analiz, sozciiksel analizi
de kapsamaktadir. Anlamsal analiz ise programin davranisini, veri ve
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kontrol akiglarini dikkate alarak daha derinlemesine bir inceleme
sunmaktadir.

Ozellik ¢ikarmmi agisindan bakildiginda, yontemler giivenli
ve giivenli olmayan kodlardan ayirt edici niteliklerin ¢ikarilmasina
odaklanmaktadir. Glivenlik a¢1g1 bilgisi bakimindan ise yaklasimlar,
bilinen giivenlik ac¢ig1 oriintiilerine dayali modeller ve daha dnce
gorilmemis  glivenlik  acgiklarmi  kesfetmeyi  amaglayan
genellestirilebilir modeller olarak ikiye ayrilmaktadir.

(Yamaguchi et al., 2012), onceki ¢aligmalarini temel alarak,
kaynak kodun denetimi sirasinda giivenlik analistlerine yardime1
olacak statik analize dayal1 bir yaklagim 6nermislerdir. Bu yaklasima
gore, koddan AST c¢ikarip, bu agaclardaki yapisal Oriintiileri
belirleyerek, koddaki her iglevi bu oriintiilerin bir karisim1 olarak
tamimlamiglardir. C fonksiyonu ve bu fonksiyonun seri hale
getirilmis AST 6rnegi Sekil 4 ve Sekil 5’te gosterilmistir. Bu temsil,
bilinen bir giivenlik ag¢igim1 ayristirmalarina ve bunu makine
ogrenmesi ile kod tabaninda tahmin etmelerine olanak tanimaktadir.

Kaynak koddan 6zellik ¢ikariminda dogal dil isleme (NLP)
tekniklerinden de yogun bicimde yararlanilmaktadir. Dogal dil
isleme, insanlarin iletisimde kullandig1 yazili ve sozlii ifadelerin
bilgisayarlar tarafindan islenmesini amaglayan bir alandir. Bu
tekniklerin temelinde, metinsel verilerin makinelerin anlayabilecegi
sayisal temsillere doniistlirtilmesi yer almaktadir. Kaynak kod da
belirli bir s6z dizimine ve anlamsal yapiya sahip olmasi nedeniyle,
dogal dil isleme yontemleri kullanilarak analiz edilebilmektedir.
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Sekil 3 Makine ogrenmesi tabanl giivenlik a¢igi analizi yontemleri
siiflandirmast (Gong et al., 2016)

—  Sozciksel Analiz
—  Program Analizi Sozdizimsel Analiz
=4
5
= - Anlamsal Analiz
Es
{jg —  Gavenli Kod
%@: —  Ogellik Cikarinm  —
5
,Eb{: - Savunmasiz Kod
O
(5]
=
%
=

Bilmen Modeller
— Giivenlik Acig1 Bilgisi —|:

Bilinmeyen Modeller

Kaynak koddan 6zellik ¢ikarimi siirecinde, dogal dil isleme
(Natural Language Processing — NLP) tekniklerinden yaygin
bigcimde yararlanilmaktadir. Dogal dil isleme, insanlarin iletisim
amaciyla kullandig1 yazili ve sozlii ifadelerin bilgisayar sistemleri
tarafindan otomatik olarak islenmesini ve anlamlandirilmasini
hedefleyen disiplinlerarasi bir alandir. Bu alanin temelinde, metinsel
verilerin istatistiksel ve O6grenmeye dayali yontemler araciligiyla
makinelerin igleyebilecegi sayisal temsillere doniistiiriilmesi yer
almaktadir. Kaynak kod her ne kadar dogal dilden farkli olarak kati
s0zdizim kurallarina sahip olsa da, belirli bir s6z dizimi, anlamsal
yapt ve baglam iliskisi icermesi nedeniyle dogal dil isleme
yontemleri kullanilarak analiz edilebilmektedir. Bu benzerlik, NLP
tabanli yaklagimlarin yazilim giivenligi alaninda etkili bir bicimde
kullanilmasina olanak tanimaktadir.
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Sekil 4 C fonksiyonu ve seri hale getirilmis AST 6rnegi (Yamaguchi et al., 2012)

int foo(int y) #type depth valuel wvalue2
{ fone 0 int foo
int n = bar(y); params 1
if (n==0) param 2 int ¥
retum 1; stmts 1
returnn (n + v); decl 2 int o
} op 2 =
call 3 har
ag 4 y
if 2 o=0)
cond 3 n=={
op 4 -
stmts 3
return 2 @+
op 3 -
(a) Ornek C fonksivonu (a) Serilegtirilmig AST

Sekil 5 API diigiimleri (kesikli) ve sozdizimi diigiimleri (noktali)
iceren soyut sozdizimi agaci.

func

params stmts

I
________ RN RN P \ . . A
\ ! ' i
param : int : decl: int : i = if : return

1
call: bar : cond stmts

\— = \— return

Bu ¢ercevede kelime vektorleri, kaynak kod igerisinde yer
alan anahtar kelimelerin, fonksiyon adlarinin, degisken isimlerinin

ve diger belirteclerin sayisal olarak temsil edilmesini saglamaktadir.
Kelime vektorleri, yalnizca sozciiklerin frekans bilgilerini degil,
ayni zamanda bulunduklar1 baglami ve diger sozciiklerle olan
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iligkilerini de dikkate alarak anlamsal temsiller {retmektedir.
Boylece, benzer islevlere sahip kod parcalari veya benzer
programlama desenlerini iceren yapilar, vektdr uzayinda birbirine
yakin konumlandirilmaktadir. Bu o6zellik, farkli gelistiriciler
tarafindan yazilmis olsa bile ayn1 amaca hizmet eden veya benzer
giivenlik riskleri tasiyan kod boliimlerinin tespit edilmesini
kolaylastirmaktadir. Sonug¢ olarak, makine Ogrenmesi modelleri
kodlar arasindaki yapisal ve anlamsal benzerlikleri daha etkin bir
sekilde 6grenebilmekte ve giivenlik agig1 igeren Oriintiileri ayirt
edebilme kabiliyetini artirmaktadir.

Word2Vec, FastText ve GloVe gibi yontemler, bu tiir vektorel
temsillerin olusturulmasinda yaygin olarak kullanilan kelime
gomme (embedding) teknikleri arasinda yer almaktadir. Bu
yontemler, kaynak kodu olusturan sozciikleri veya belirtecleri
yiiksek boyutlu vektorler halinde temsil ederek, kodun anlamsal
ozelliklerini sayisal bir uzaya tasimaktadir. Ancak bu yaklasimlar
sonucunda elde edilen vektor temsilleri cogunlukla yiiksek boyutlu
0zellik uzaylar1 olusturmakta ve her bir boyut, modele farkli 6l¢iide
katki saglamaktadir. Tim o6zelliklerin dogrudan modele dahil
edilmesi, hesaplama maliyetinin artmasina ve modelin gereksiz veya
gurtltilii bilgiler 6grenmesine yol agabilmektedir. Bu durum,
ozellikle siurli veri kiimelerinde asirt uyum (overfitting) riskini
artirmaktadir.

Bu nedenle, hangi o6zelliklerin modelleme siirecinde
kullanilacaginin belirlenmesi kritik bir asama olarak karsimiza
cikmaktadir. Bu asama 06zellik se¢imi olarak adlandirilmakta olup,
modelin performansini en fazla artiran ve ayirt edici giicii yiiksek
olan Ozniteliklerin belirlenmesini amaglamaktadir. Ozellik se¢imi
sayesinde, hem daha sade ve yorumlanabilir modeller elde edilmekte
hem de gereksiz 6zelliklerin elenmesiyle egitim siiresi ve hesaplama
maliyeti azaltilabilmektedir.
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Ozellik secimi siirecinde genellikle iki temel bilesen yer
almaktadir: Oznitelik degerlendirici ve arama yontemi. Oznitelik
degerlendirici, veri kiimesindeki her bir 6zelligin ¢ikt1 degiskeni ile
olan iligkisini istatistiksel veya bilgi kuramsal olgiitler araciligiyla
degerlendirerek, ilgili  Ozelligin modele katki  diizeyini
belirlemektedir. Arama yontemi ise, bu degerlendirmeler
dogrultusunda en uygun 6zellik alt kiimelerini bulabilmek amaciyla
farkl1 6znitelik kombinasyonlarini sistematik olarak denemekte veya
bu kombinasyonlar arasinda gezinmektedir. Uygun bir 6zellik se¢imi
stratejisinin  uygulanmasi, makine oOgrenmesi modellerinin
dogrulugunu ve genelleme yetenegini artirirken, ayni zamanda daha
verimli ve Olgeklenebilir ¢oziimlerin  gelistirilmesine  katki
saglamaktadir.

Bu baglamda, kaynak koddan anlamsal agidan zengin ve
ayirt edici 6zelliklerin elde edilmesinde kelime gomme (embedding)
tabanli yaklagimlar 6nemli bir rol oynamaktadir. Bu yaklasimlar, kod
icerisindeki anahtar kelimeler, fonksiyon adlar1 ve degisken isimleri
arasindaki baglamsal iligkileri 6grenerek, kodun anlamsal yapisini
vektor uzayinda temsil edilebilir hale getirmektedir. Kelime gomme
yontemleri arasinda Word2Vec, FastText ve GloVe 6ne ¢ikmakta
olup, her biri farkli 6grenme stratejileri kullanarak sézciiklerin
sayisal temsillerini olusturmaktadir. Word2Vec ve FastText
yontemleri yerel baglam bilgisine dayali olarak kelimelerin birlikte
kullanim Oriintiilerini 6grenirken, GloVe yontemi daha kiiresel
istatistikleri dikkate alarak kelime temsilleri tiretmektedir. Bu farkli
yaklagimlar, kaynak kodun yapisal ve anlamsal 6zelliklerinin ¢esitli
acillardan modellenmesine olanak tamimakta ve giivenlik acig1
tespitinde kullanilabilecek zengin oOznitelik kiimelerinin elde
edilmesini saglamaktadir. Asagida, bu yontemlerin her biri ayrintili
olarak ele alinarak, kaynak koddan ozellik ¢ikarimi siirecindeki
rolleri ve sagladiklar1 avantajlar agiklanmaktadir.
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Word2Vec

Word2vec, (Mikolov et al., 2013) tarafindan 6nerilmis olan yapay
sinir aglar1 tabanli bir kelime vektorii temsil yontemidir. Bu
yontemde ilk olarak kelimeler vektorlere doniistiirilmektedir.
Sonraki asamada ise bu vektorler arasindaki uzakliklara bakilarak
kelimeler arasindaki benzerlikler hesaplanmaktadir. Boylelikle
metnin i¢inde gecen ciimleler vektorel olarak temsil edilmektedir.

Bag of Words (BOW, Kelime Torbasi), dogal dil isleme alaninda
kullanilan bir tekniktir. Bu teknik, metin verilerini sayisal bir
formatta temsil etmek icin kullanilmaktadir. Kelime Torbas1 teknigi,
bir belgeyi kelimelerin bir koleksiyonu olarak ele alir ve kelime
sirasint ve baglamini dikkate almadan, belgedeki her kelimenin
frekansini sayar. Bu, belgenin i¢erigini basit ve verimli bir sekilde
temsil eden bir "kelime torbasi" olusturur. Bir kelime torbasi
temsilini olusturmak i¢in, metin Oncelikle gereksiz sozciikler
(6rnegin "ve", "bir", "o" gibi), noktalama isaretleri ve diger gereksiz
unsurlar ¢ikarilir. Kalan kelimeler, kdk veya lemmatizasyon yontemi
kullanilarak temel formlarma indirgenir. On isleme isleminden
sonra, belgedeki tiim benzersiz kelimelerin bir sozligl olusturulur
ve her kelimenin belgedeki frekansi sayilir. Bu sayisal temsil,
makine 6grenimi, duyarlilik analizi, metin siniflandirmasi gibi ¢esitli
dogal dil igleme gorevlerinde kullanilabilir. Word2vec yonteminde
Continious Bag of Word (CBOW) ve Skip-Gram (SG) 6grenme
mimarileri kullanilarak kelime koordinatlar1 hesaplanmaktadir. Her
iki 6grenme mimarisinde girig parametresi olarak verilen pencere
boyutu (window size) isimli bir parametre bulunmaktadir. CBOW
mimarisinde ilgili kelimeye komsu olan kelimelere yani sagindaki
ve solundaki pencere boyutu kadar olan kelimelere bakilarak ilgili
kelimenin tahmini gergeklestirilmektedir. SG mimarisinde ise
pencere boyutu kadar olan komsu kelimelerin tahmini i¢in mevcut
kelimeye bakilmaktadir. Yani kisaca Sekil 6’da gosterildigi gibi
CBOW mimarisi baglama gore mevcut kelimeyi tahmin ederken, SG
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mevcut kelime ile c¢evredeki kelimeleri tahmin etmektedir.
Kelimelerin vektorlere doniistiiriilmesi sirasinda derlem frekansi az
olan kelimelerde SG mimarisi daha iyi sonuglar iiretirken, derlem
frekans1 biiylik olan kelimelerde CBOW daha iyi sonuglar
uretmektedir.

Word2vec modelinde girdi metin derlemi, ¢ikt1 ise derlemdeki
sozciikleri temsil eden Ozellik vektorlerinden olusan bir dizidir.
Metin derin sinir aglarinin anlayabilecegi sayisal bir forma
dontstiiriiliir. Word2vec yontemi genlere, kodlara, begenilere,
oynatma listelerine, sosyal medya grafiklerine ve diger sozlii veya
sembolik dizilere uygulanabilmektedir. Bu yontemde sozciikler
arasindaki benzerlikler matematiksel olarak tespit edilmekte ve
benzer kelimelerin vektorleri gruplanmaktadir. Yeterli veri, kullanim
ve baglam verildiginde, gecmisteki goriiniimlere dayali olarak, bir
kelimenin anlam1 ve diger kelimelerle olan iliskisinin kurulmasi
veya bir belgenin bir konuya bagli olarak siniflandirilmasinda dogru
tahminler yapabilmektedir. Kelimeler arasindaki iliskilerde “erkek”,
“adam” ile “kiz”, “kadin” gibi kelimelerdeki anlamlarin
benzerligine, “erkek”, “kadin” ile “kral”, “kralige” gibi kelimeler
arasindaki anlamsal iligkilerin ¢ikarimina, kiimelerde ise bilimsel
arastirma, e-ticaret, miisteri iliskileri yonetimi gibi ¢esitli alanlarda
arama, duyarlilik analizi ve onerilerin temelini olusturabilmektedir.

FastText

Word2Vec’in gelistirilmis bir tlirevidir. FastText’te her kelime
dogrudan bir vektor olarak ele alinmaz; bunun yerine kelime
icindeki karakter n-gram’lar1 diizeyinde temsil 6grenilir. Bu sayede,
daha once hi¢ goriilmemis bir kelime bile (6rnegin tiiretilmis bir
degisken adi) alt pargalara bdliinerek (n-gram’larina ayrilarak)
anlamli bir vektdr elde edilebilir. FastText 6zellikle dilbilgisel agidan
zengin ve ¢ok ek alan dillerde veya yazim varyasyonlar1 olan
ortamlarda (Tiirkge gibi, veya programlama dillerinde farklh
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adlandirmalar) avantaj saglar. Kaynak kod analizinde FastText
kullanimi, 6rnegin readFile gibi bir fonksiyon ismini read ve file alt
parcalarina ayirip, bu alt birimlerin vektorlerinden tiireterek temsil
etme olanagi saglar. Bu durumda model, readFile gormese bile read
kelimesini ve file kelimesini biliyorsa, onlarin birlesiminden
mantikli bir vektor olusturabilir. Bu, 6zellikle biiyiik bir sozligiin
oldugu (¢ok sayida farkli fonksiyon ve degisken ismi iceren) kod
tabanlarinda genelleme kabiliyetini artirir.

Sekil 6 CBOW ve SG mimarileri (Mikolov et al., 2013)

GIRDI YANSITMA  CIKTI GIRDI YANSITMA CIKTI
— wi(t-2)
w(t-2)
f— i(t-1)
TOPLAM "
e \
- D—’D " "
k/ wi(t+1)
w(t+1)
[ w(t+2)
e CBOW Skip-gram L
GloVe

Metindeki kelime ciftlerinin ortak goriilme istatistiklerine dayali bir
modeldir. Word2Vec ve tiirevleri gibi kayan pencere iizerinden
ornekler tretmek yerine, tim veri kiimesi lizerinden kelime
eslesmelerinin olasiliklarin1 hesaplar ve bu olasiliklar1 faktorize
ederek vektorler1 oOgrenir. GloVe modeli de kaynak koduna
uygulanabilir; 6rnegin, biiylik bir kod deposunda hangi tokenlarin
siklikla ayni1 fonksiyonlarda veya dosyalarda birlikte gectigine
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bakarak vektor temsilleri olusturulabilir. GloVe, global istatistikleri
kullandig1 i¢in nadir kelimeler i¢in veriye yeterince sahipse istikrarli
sonuglar verebilir, ancak genelde Word2Vec/FastText gibi yerel
baglam odakli yontemler kadar ince ayrinti yakalama becerisi
olmayabilir.

SONUC

Bu boéliimde yazilim giivenlik agiklarinin yapay zeka ile tespitine
yonelik temel kavramlar ve teknikler ele alindi. Statik ve dinamik
analiz yontemlerinin makine 6grenmesiyle desteklenmesi, kodun
vektorel temsillerle incelenmesi ve yapisal 6zelliklerin 6grenilmesi
gibi konularin, gilinlimiiziin artan yazilim giivenligi ihtiyaci
karsisinda ne denli Onemli oldugu wvurgulandi. Akademik
literatiirdeki calismalar da gostermektedir ki, dogru 6zellik ¢ikarimi
ve giiclii 6grenme modelleri bir araya geldiginde, giivenlik aciklarini
tespit etmede uzmanlara yardimci olacak veya bazi durumlarda
onlarin dahi goziinden kagabilecek zafiyetleri yakalayacak ¢oztimler
iretmek miimkiin olabilmektedir. Bu alanda ilerleyen arastirmalar,
daha az yanlis alarm veren, agiklanabilir sonuglar iireten ve farkl
programlama dillerine/genel kod tabanlarina uyarlanabilir
yaklasimlar gelistirmeye odaklanmaktadir. Bdylece yazilim
giivenligi alaninda proaktif ve akilli bir savunma hatt1 olusturulmasi
hedeflenmektedir.
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BOLUM 4

TIBBi GORUNTULERDE DERIN OGRENME
UYGULAMALARI: BEYIN TUMORU MRI
VERILERI UZERINDEN BiR INCELEME

YUSUF CELIK!
Giris
Tibbi goriintiileme teknolojilerindeki gelismeler, hastaliklarin erken
teshisi ve dogru smiflandirilmast agisindan kritik bir rol
oynamaktadir. Manyetik rezonans goriintileme (MRI), yiiksek
yumusak doku kontrastt sunmasi nedeniyle Ozellikle beyin
tiimorlerinin degerlendirilmesinde yaygin olarak kullanilan baglica
goriintlileme yontemlerinden biridir. Bununla birlikte, beyin
timorlerinin MRI goriintiileri {izerinden smiflandirilmasi; tiimor
tipleri arasindaki morfolojik benzerlikler, sinif i¢i heterojenlik ve
goriintlileme kosullarindaki  farkliliklar nedeniyle deneyimli
uzmanlar i¢in dahi zorlayici olabilmektedir. Bu durum, otomatik ve

giivenilir bilgisayar destekli karar destek sistemlerine olan ihtiyaci
artirmaktadir (Litjens vd., 2017).

Makine 6grenmesi ve 0zellikle derin 6grenme tabanli yaklagimlar,
son yillarda tibbi goriintii analizi alaninda 6nemli bir paradigma

! Dr.Ogr.Uyesi, Munzur Universitesi, Bilgisayar Miihendisligi, Orcid: 0000-0002-
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degisimi yaratmistir. Derin 6grenme modelleri, manuel 06zellik
cikarimia duyulan ihtiyaci ortadan kaldirarak goriintiilerden ayirt
edici temsilleri dogrudan 6grenebilmekte ve bu sayede geleneksel
yontemlere kiyasla daha yiiksek performans sunabilmektedir
(Jordan ve Mitchell, 2015; Litjens vd., 2017). Bu baglamda,
konvoliisyonel sinir aglar1 (KSA), yerel uzamsal oriintiileri etkili
bigcimde modelleyebilme yetenekleri sayesinde beyin tiimori MRI
gorlntiilerinin smiflandirilmasi probleminde en yaygin kullanilan
derin 6grenme mimarileri arasinda yer almaktadir.

Literatiirde yer alan ¢ok sayida ¢alisma, KSA tabanli derin 6grenme
modellerinin MRI goriintiilerinde beyin timorii  tespiti  ve
siiflandirma gorevlerinde yiiksek dogruluk ve kararlilik sagladigini
gostermektedir. Ozellikle KSA tabanli yaklasimlarin, klasik makine
O0grenmesi yontemleriyle karsilastinnldiginda daha giicli  ve
genellenebilir temsiller tiretebildigi rapor edilmistir (Pereira vd.,
2016; Saeedi vd., 2023). Bu sonuglar, derin 6grenme temelli
yaklagimlarin klinik karar destek sistemleri i¢in Onemli bir
potansiyel sundugunu ortaya koymaktadir.

Bununla birlikte, derin 6grenme modellerinin bagarimi biiytik dlgiide
egitilen veri miktar1 ve cesitliligine baghdir. Tibbi goriintiileme
alaninda etiketli veri iiretiminin maliyetli ve zaman alict olmasi,
sifirdan ~ egitilen  derin  aglarin  genelleme  yetenegini
siirlayabilmektedir. Bu sorunun {istesinden gelmek amaciyla
gelistirilen transfer 6grenme yaklasimi, biiylik olgekli veri setleri
lizerinde oOnceden egitilmis modellerin  hedef probleme
uyarlanmasina olanak taniyarak sinirli veri kosullarinda daha kararl
ve yiiksek performansh ¢éziimler sunmaktadir (Pan ve Yang, 2010;
Khan vd., 2019).

Son donemde, Transformer mimarisinin goriintli alanina
uyarlanmasiyla gelistirilen Vision Transformer (ViT) modelleri,
self-attention mekanizmasi sayesinde goriintii icerisindeki kiiresel
baglami dogrudan modelleyebilrrég avantaji sunmaktadir. KSA’larin



yerel alict alanlara dayali yapisinin aksine, ViT mimarisi
goriintlideki uzak bolgeler arasindaki iligkileri etkin bi¢imde
ogrenebilmekte ve bu yoniiyle karmasik tibbi goriintii siniflandirma
problemleri i¢in giiglii bir alternatif olusturmaktadir (Dosovitskiy
vd., 2020; Shamshad vd., 2023). Bu yaklasim, ozellikle uzun
menzilli bagimliliklarin 6nemli oldugu durumlarda dikkate deger bir
temsil giicli saglamaktadir.

Bu boélimde, dort simifli beyin tiimoéri MRI goriintiilerinin
siniflandirilmas1 probleminde farkli derin 6grenme paradigmalari
karsilastirmali olarak incelenmektedir. Sifirdan tasarlanan temel bir
KSA modeli, transfer grenme yaklagimu ile egitilen 6n egitimli KSA
mimarileri ve Vision Transformer tabanli bir model ayni veri
boliinmesi altinda degerlendirilmistir. Amag, klasik konvoliisyonel
yapilardan transformer tabanli modellere uzanan bu mimari evrimin
performans lizerindeki etkisini ortaya koymak ve derin 6grenme
yontemlerinin tibbi goriintii  siniflandirmadaki giicli ve smirh
yonlerini 6gretici bir bakis agisiyla sunmaktir.

Derin Ogrenme

Derin 6grenme, ¢ok katmanli yapay sinir aglar1 kullanarak veriden
anlamli temsilleri otomatik olarak dgrenebilen bir makine 6grenmesi
yaklagimidir. Klasik makine 6grenmesi yontemlerinde 6zelliklerin
insan tarafindan tanimlanmasi gerekirken, derin 6grenme modelleri
verinin hiyerarsik yapisin1 katmanlar boyunca kendisi kesfeder. Bu
sayede goriintii, ses, metin, biyomedikal sinyaller ve tibbi goriintiiler
gibi karmasik veri tiirlerinde geleneksel yontemlere kiyasla ¢ok daha
yiksek performans elde edilebilmektedir.

Derin sinir aglarmin erken donemlerde karsilastigi en biyiik
sorunlardan biri kaybolan gradyan problemidir. Cok katmanl
modellerde hata sinyali geriye dogru yayilirken gradyanin giderek
kiiciilmesi, agin onceki katmanlarinin 6grenmesini zorlagtirmigtir.
Hinton ve arkadaglariin sundugu katman bazli 6n egitim yaklagimi
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(Hinton vd., 2006), ReLU ve tilirevlerinin gelistirilmesi (Glorot vd.,
2011; Maas, 2013) ile artik aglarin daha derin bi¢cimde egitilebilmesi
miimkiin héle gelmis; ResNet gibi artik baglantilar igeren modern
yapilar (He vd., 2016) bu sorunu biiyiik 6l¢iide ortadan kaldirmistir.

Giliniimilizde derin 6grenme, farkli veri tiirleri ve problem alanlar1
icin ¢esitli paradigmalar altinda uygulanmaktadir. Asagida derin
O0grenmenin temel baz1 paradigmalar1 6zetlenmistir.

Konvoliisyonel Sinir Aglar:

Konvoliisyonel sinir aglart (KSA), ozellikle 1zgara yapisindaki
verilerin, bir boyutlu zaman serileri, iki boyutlu goriintiiler ve
hacimsel tibbi veriler gibi islenmesi i¢in tasarlanmis derin 6grenme
mimarileridir. Bu mimariler, giris verisi lizerinde konvoliisyon ve
havuzlama islemlerini uygulayarak hiyerarsik o6zellik c¢ikarimi
yapabilmekte ve bircok uygulama alaninda basarili sonuglar
sunmaktadir (Goodfellow vd., 2016). KSA’larda kullanilan bu
katmanli yapi, insan gorsel sisteminin c¢alisma prensiplerinden
esinlenilmis olup, 6zellikle ¢ok katmanli yapay sinir aglarina gore
daha verimli bir yerel 6zellik 6grenme mekanizmas: saglar (Kim,
2017; O’Shea ve Nash, 2015).

Geleneksel yapay sinir aglarinda her ndron girisin tamami ile
baglantilidir. Bu durum biiyiik boyutlu gériintiilerde hem hesaplama
yikiinii artirmakta hem de Ogrenmeyi zorlastirmaktadir.
Konvoliisyonel aglar ise yerel alici alanlar kullanarak yalnizca
girisin kiiclik bir bolgesini isler; boylece hem hafiza gereksinimini
azaltir hem de parametre paylasimi sayesinde istatistiksel verimliligi
artirir (Goodfellow vd., 2016; O’Shea ve Nash, 2015; LeCun vd.,
1998).

KSA mimarisinin temel bilesenleri Sekil 1’de 6zetlenmistir. Buna
gore bir KSA modeli, goriintiiden diisiik ve orta seviye 6zellikleri
cikartan konvoliisyon ve havuzlama katmanlar1 ile baslamakta;
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ardindan bu 6zniteliklerin siniflandirilmasi i¢in tam bagli katmanlara
aktarilmasiyla sonlanmaktadir.

Sekil 1 Konvoliisyonel sinir aginin genel ¢alisma modeli

Cikaslar
.—

Tumor vok

Konvoliisyon Havuzlama

Konvoliisyon Katmani

Konvoliisyon katmani, giris verisini filtre veya ¢ekirdek adi verilen
kiigiik matrislerle tarayarak ozellik haritalar tretir. Filtre, girisin
belirli bir bolgesi ile carpilip toplanarak tek bir ¢ikt1 degeri olusturur
ve bu islem tiim goriinti boyunca kaydirma ile tekrarlanir. Elde
edilen Ozellik haritalari, goriintiiniin kenar, kose, doku ve diger
yapisal bilesenlerini temsil eder.

Boyut kaybini1 onlemek i¢in katmanlar arasinda doldurma islemi
uygulanabilir; o6zellikle sifir-doldurma ¢ikti boyutlarinin kontrol
edilmesini saglar (O’Shea ve Nash, 2015). Konvoliisyon, yiiksek
boyutlu goriintiilerden anlamli kii¢lik 6zellikler ¢ikarilmasina olanak
tanidig1 icin KSA'larin basarisinin temel bilesenlerinden biridir.

Havuzlama Katmani

Havuzlama katmani, konvoliisyon sonucu elde edilen 06zellik
haritalarinin belirli bolgelerini 6zetleyerek boyutunu kiiciiltiir.
Genellikle maksimum havuzlama veya ortalama havuzlama
yontemleri kullanilir. Bu islem hem modelin hesaplama yiikiinii
azaltir hem de kiiclik konumsal degisimlere karsi goreceli bir
degismezlik saglar (Kim, 2017). Havuzlama, KSA’larin daha soyut
ve genel Ozellikler 6grenmesine katki sunar.
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Tam Bagh Katman

Konvoliisyon ve havuzlama katmanlari tarafindan ¢ikarilan ytiksek
seviyeli oOzellikler, smiflandirma isleminin gerceklestirilebilmesi
icin tam bagli katmana aktarilir. Bu katmanda onceki katmandaki
tiim noronlar bir sonraki katmandaki tiim néronlarla baglantilidir; bu
yap1 klasik yapay sinir aglarina benzer (O’Shea ve Nash, 2015).

Tam baglh katmanin gorevi, KSA’nin ¢ikardigi ozellikleri simif
olasiliklarina doniistiirmektir. Cikis katmaninda genellikle Softmax
aktivasyon fonksiyonu kullanilarak her sinif i¢in 0-1 arast bir
olasilik degeri iiretilir ve tim siniflarin toplami 1 olacak sekilde
normalize edilir.

Aktivasyon Fonksiyonlar:

Aktivasyon fonksiyonlari, yapay noronlara dogrusal olmayan bir
yapt kazandirarak derin aglarin karmagik iliskileri 6grenmesini
saglayan temel bilesenlerdir. Dogrusal olmayan bir doniisiim
uygulanmadig1 takdirde, ¢ok katmanli bir sinir ag1 dahi tek katmanli
dogrusal bir modelle ayni ifade giiciine sahip olurdu. Bu nedenle
aktivasyon fonksiyonlari, agin 6grenme kapasitesini belirleyen kritik
bir rol tistlenmektedir. Ayrica geri yayilim algoritmasinda tiirevleri
kullanildigindan, fonksiyonlarin tiirevlenebilir ve hesaplama
acisindan verimli olmas1 6nem tasir (Apicella vd., 2020; Lau ve Lim,
2019).

Transfer Ogrenme ile KSA Modellerinin Kullanimi

Geleneksel makine 6grenmesi yontemleri, biiyiik 6l¢iide yalnizca
kendi egitim veri setinden 68renen ve yeni bir gorev i¢in bastan
egitilmesi gereken istatistiksel modeller kullanir. Oysa derin
O0grenme tabanli KSA mimarileri, 6nemli miktarda etiketli veri
gerektirdiginden, 6zellikle tibbi goriintiileme gibi veri iiretiminin zor
ve maliyetli oldugu alanlarda bu yaklagim pratik degildir. Bu
noktada transfer 6grenme, bir modelin daha 6nce benzer bir gorev
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icin 6grenmis oldugu temsilleri yeni bir probleme aktarmay1
miimkiin kilan etkili bir strateji olarak 6ne cikar.

Bu yaklagimin temel amaci, bir veya daha fazla kaynak gérevden
elde edilen bilginin yeni bir hedef gdrevin performansini artirmak
icin kullanilmasidir. Coklu gérev 6grenme yontemleri, tim gorevleri
ayni anda Ogrenmeye odaklanirken; transfer 6grenmede amag,
gecmiste Ogrenilen bir gérevden ¢ikarilan temsillerin yalnizca hedef
gorevin dogrulugunu iyilestirmek i¢in kullanilmasidir (Pan ve Yang,
2010).

Biiyiik olgekli veri setleri tizerinde egitilen modellerin elde ettigi
temsil giicli, transfer 6grenmenin basarisinin temel nedenlerinden
biridir. Ornegin yaklasik bir milyon goriintii ve 1000 smif iceren
ImageNet veri seti (Deng vd., 2009), derin 6grenme modellerinin
genel gorsel oOzellikleri etkili bicimde O0grenmesini saglayan en
biiyiik referans veri setlerinden biridir. KSA tabanli modellerin her
bir katmani, kenarlar, dokular, sekiller ve daha karmasik nesne
bilesenleri gibi farkli seviyelerde ozellikler ¢ikarabilmektedir. Bu
ozellikler yalnizca ImageNet’e 6zgii degil, daha kiiciik veri setlerine
sahip farkli goriintiileme gorevlerinde de etkili olarak yeniden
kullanilabilir (Akcay vd., 2016).

KSA tabanli modellerde transfer 6grenme genellikle iki yaygin
bi¢cimde uygulanir:

Ozellik Cikarvmi: Biiyiik veri setlerinde (6rnegin ImageNet)
egitilmis bir KSA’in erken ve orta katmanlari, genel goriintii
ozelliklerini 6grenmis oldugundan degistirilmez; yalnizca son
katmanlar hedef problem ic¢in yeniden egitilir. Bu yaklasim veri
miktariin sinirlt oldugu durumlarda oldukca etkilidir.

Ince Ayar: Modelin tiim katmanlar, diisiik bir 6grenme oram ile
hedef veri setine uyarlanir. Boylece hem oOnceden Ogrenilmis
temsiller korunur hem de hedef problemin 6zgilin yapisina uygun
yeni temsiller gelistirilir.
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Tibbi goriintii siniflandirma, beyin timori tespiti, gogiis rontgeni
analizi veya segmentasyon gibi pek cok uygulamada transfer
ogrenme, yiiksek dogruluk saglayarak sifirdan model egitme
ihtiyacin1 ortadan kaldirir. Bu nedenle, KSA tabanli modellerde
transfer 6grenme hem egitim siiresini kisaltmakta hem de veri
yetersizligi sorununu 6nemli Slgiide azaltmaktadir.

Vision Transformer (ViT)

Konvoliisyonel sinir aglari (KSA), yerel 6zellikleri yakalamada son
derece basarilidir. Ancak KSA’lar, goriintiiniin uzak bolgeleri
arasindaki uzun menzilli bagimliliklar1 modellemekte sinirli kalir.
Bu durum, tiim goriintiiniin biitiinciil yapisinin anlasilmasini
gerektiren nesne tanima ve karmasik sahne analizi gibi gorevlerde
onemli bir dezavantaj olusturur. KSA nin filtre tabanli yapis1 geregi,
ozellik c¢ikarimi yerel pencereler iizerinden gergeklestiginden
kiiresel iliskilerin 6grenilmesi ancak ¢ok derin katmanlar eklenerek
miimkiin olur ki bu yaklagim hem hesaplama maliyetini artirir hem
de optimizasyon sorunlarina yol agabilir (Vujovi¢, 2021).

Bu sinirlilig1 gidermek amaciyla Dosovitskiy ve arkadaslari (2020),
dogal dil islemede biiyiik basar1 gdstermis Transformer mimarisini
goriintli alanina uyarlayarak Vision Transformer (ViT) modelini
onermistir (Dosovitskiy vd., 2020). Transformer tabanli modellerin
en Oonemli avantaji, self-attention mekanizmasi sayesinde uzak
konumlardaki birimlerin iligkilerini dogrudan modelleyebilmesidir.
Dogal dilde bu birimler kelimeler iken, ViT mimarisinde birimler
goriintli yamalaridir. Boylece ViT, bir gorlintiiyii tipki bir metin
dizisi gibi ele alarak her yamanin diger tiim yamalarla olan iligkisini
Ogrenir.

ViT, goriintiiyli asagidaki islemlerden gecirerek isler:

e QGoriintiiniin - Yamalara Boliinmesi: Goriintii, sabit
boyutlu kiiciik yamalara ayrilir. Bu yamalar, model

tarafindan islenecek “token” birimlerini olusturur.
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* Lineer Gomme: Her yama bir dogrusal katmandan
gecirilerek yiiksek boyutlu bir 6z nitelik vektoriine
dontstiiriliir.

* Konumsal Kodlama: Transformer mimarisi dizisel
siralama  bilgisine sahip olmadigindan, yamalarin
gorintii lizerindeki konumsal iligkilerinin korunmasi
icin konumsal kodlama uygulanir. Boylece model,
yamalarin uzamsal diizeni hakkinda bilgi sahibi olur.

* Transformer Kodlayic: Elde edilen yama vektorleri,
coklu baglikli kendiliginden dikkat mekanizmasi i¢eren
transformer kodlayict  katmanlarina verilir. Bu
mekanizma, tiim yamalarin birbirleriyle olan iligkilerini
ogrenerek goriintiiniin kiiresel baglamin1 yakalar.

* Smiflandirma Katmani: Kodlayici ciktilari,
siniflandirma gorevi i¢in kullanilan bir baslik katmanina
aktarilir.

Bu yap1, KSA’lerin aksine goriintiiyli yerel pargalara bolerek degil,
yamalar arasi iliskileri kiiresel baglamda modelleyerek 6grenir. ViT,
boylece goriintiideki genel yapilari, uzak bolgeler arasindaki
iliskileri ve kiiresel oriintiileri yakalamada tistiin bir yetenek sergiler.
Bu ozellikleri sayesinde ViT, goriintii simiflandirma goérevlerinde
oldukea yiiksek dogruluk elde etmis ve modern bilgisayarla gorme
alaninda 6nemli bir alternatif yaklasim haline gelmistir (Liu vd.,
2023).

Derin Ogrenme Modellerinin Tibbi Goriintii Stmflandirmadaki
Uygulamalar

Bu boélimde, dort smifli beyin tiimdérii MRI goriintiilerinin
siniflandirilmas: probleminde kullanilan farkli derin 6grenme
yaklasimlarinin deneysel sonuglari sunulmaktadir. Modellerin adil
ve karsilastirilabilir bicimde degerlendirilebilmesi amaciyla, tiim
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deneylerde ayni veri boliinmesi kullanilmistir. Veri seti, saglayici
tarafindan egitim ve test kiimeleri ayr1 klasorler halinde
sunuldugundan, bu ayrim korunmus; egitim kiimesi kendi iginde
egitim (%80) ve dogrulama (%20) alt kiimelerine boliinmiistiir.
Boylece performans farklarinin veri boliinmesinden degil, dogrudan
model mimarisinden kaynaklanmasi1 hedeflenmistir.

Deneysel degerlendirme, farkli modelleme paradigmalarinin
sistematik bi¢imde karsilagtirilabilmesi amaciyla {ic ana agamada
gerceklestirilmistir:

+ sifirdan tasarlanan temel bir konvoliisyonel sinir agi
(KSA) modeli,

« 0On egitimli KSA modelleri kullanilarak uygulanan
transfer 6grenme yaklasima,

e goriintiiyii yama tabanli olarak isleyen Vision
Transformer (ViT) tabanli yaklagim.

Bu yapilandirma, klasik konvoliisyonel mimarilerden baslayarak
daha gelismis 6n egitimli ve transformer tabanli modellere dogru
performans degisiminin net bi¢cimde analiz edilmesine olanak
tanimaktadir.

Calismada Kullamilan Veri Seti

Bu calismada kullanilan “Brain Tumor Classification MRI” veri seti,
Kaggle platformu {izerinden topluluk tarafindan paylasilan ve
onceden islenmis manyetik rezonans goriintiilerinden (MRI)
olusmaktadir. Veri setinin tibbi kaynagi acik sekilde belirtilmemis
olup, hasta bazli klinik meta-veriler icermemektedir. Bu nedenle elde
edilen sonuglar, herhangi bir tibbi veya klinik ¢ikarim iddiasi
tastmadan, derin Ogrenme tabanli goriintii  smiflandirma
yontemlerinin  karsilagtirmali  olarak incelenmesi ve model
performanslarinin analiz edilmesi amaciyla degerlendirilmistir
(Bhuvaji, 2020).
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Veri seti, saglayici tarafindan egitim ve test olmak tizere iki ayri
klasor halinde sunulmustur ve bu g¢alisma kapsaminda bu ayrim
aynen korunmustur. Her iki alt kiimede de dort sinif yer almaktadir:
glioma tumor, meningioma_ tumor, no_tumor ve pituitary tumor.
Egitim ve test kiimelerine ait sinif bazli goriintii dagilimlar1 Tablo
1’de goziikmektedir.

Tablo 1 Brain Tumor Classification MRI veri setinin egitim ve test
kiimeleri i¢in sinif bazli goriintii dagilimi

Sinif Training Testing Toplam
glioma_tumor 826 100 926
meningioma_tumor 822 115 937
no_tumor 395 105 500
pituitary_tumor 827 74 901
Toplam 2870 394 3264

Tablo 1 incelendiginde, veri setinde siniflar arasinda genel olarak
dengeli bir dagilmm bulundugu goriilmektedir. Ozellikle
glioma tumor, meningioma_tumor ve pituitary tumor siniflarinin
hem egitim hem de test kiimelerinde benzer sayida 6rnekle temsil
edildigi; no tumor simifinin ise goérece daha az sayida goriinti
icermesine ragmen veri setinin biitiinliigiinii bozacak diizeyde bir
dengesizlik olusturmadig1 anlasilmaktadir. Bu dagilim, farkli derin
ogrenme mimarilerinin karsilastirmali performans analizlerinin
giivenilir bigimde yapilmasina olanak saglamaktadir.

Veri setine ait her siniftan secilen MRI goriintii 6rnekleri Sekil 2°de
sunulmustur.
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Sekil 2 Brain Tumor Classification MRI veri setindeki dort sinifa
ait temsilt MRI goriintii 6rnekleri.

Sifirdan Tasarlanan KSA Modeli

Bu asamada, temel bir referans olusturmak amaciyla sifirdan
tasarlanan sade bir KSA mimarisi degerlendirilmistir. Onerilen
model, art arda yerlestirilmis dort konvoliisyon—havuzlama
blogundan olugmakta olup, her blokta filtre sayis1 kademeli olarak
artirllmistir (32, 64, 128 ve 256 filtre). Konvoliisyon katmanlarinda
dogrusal olmayan bir yap1 saglamak amaciyla ReLU aktivasyon
fonksiyonu kullanilmis, her konvoliisyon blogunun ardindan
uzamsal boyutlar1 azaltmak ve hesaplama yiikiinii diisiirmek i¢in
maksimum havuzlama islemi uygulanmistir.

Modelin genel mimarisi Sekil 3’te sunulmaktadir. Ozellik ¢ikarim
asamasinin ardindan elde edilen 6znitelik haritalar diizlestirilmis ve
256 noron iceren tam baglantili bir katman araciligiyla siniflandirma
basligina aktarilmistir. Asir1 6grenmeyi azaltmak amaciyla bu
katmanda %50 oraninda dropout uygulanmis, son katmanda ise
softmax aktivasyon fonksiyonu kullanilarak dort smnifli g1kt
tiretilmistir.
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Sekil 3 MRI goriintiileri iizerinde kullanilan sifirdan tasarlanan
KSA tabanl simiflandirma mimarisi.

Conv + ReLU + Max Pool
32 Filters
h 4
Conv + ReLU + Max Pool
64 Filters
A 4
Conv + ReLLU + Max Pool
128 Filters
A 4
Fully Connected Layer
256 Neurons + Dropout
Softmax Output
4 Simf

Giris MRI (224 x 224 x 3) L / Vv

Bagimsiz test kiimesi iizerinde gerceklestirilen degerlendirmede
model %66.24 dogruluk elde etmistir. Sinif bazli performans analizi,
meningioma_tumor, no_tumor ve pituitary tumor siniflarinda kabul
edilebilir sonuclar elde edildigini gostermektedir. Buna karsilik,
glioma tumor smifinda duyarliligin %19 seviyesinde kaldigi
gozlemlenmistir. Bu durum, sade konvoliisyonel yapilarin karmasik
ve heterojen tlimor dokularini ayirt etmede sinirh kalabildigini ve
daha derin ya da 6n egitimli mimarilere duyulan ihtiyac1 ortaya
koymaktadir.

On Egitimli KSA Modelleri

Ikinci asamada, ImageNet veri kiimesi iizerinde énceden egitilmis
ResNet50 ve VGG16 mimarileri transfer 6grenme yaklagimi ile
probleme uyarlanmistir. Bu modeller, diisiik seviyeli kenar ve doku
Ozniteliklerini Onceden Ogrenmis derin konvoliisyonel yapilar
sayesinde, sinirli veri kosullarinda daha giiclii temsil 6grenimi
sunmaktadir.

Her iki modelde de konvoliisyonel taban katmanlar korunmus, iist
kisma Global Average Pooling, 256 néronlu tam bagli katman ve
dropout iceren yeni bir smiflandirict bashik eklenmistir. Egitim
siireci iki asamali olarak gerceklestirilmis; ilk asamada taban

katmanlar dondurulmus, ikinci asamada ise iist konvoliisyonel
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katmanlar kismen agilarak ince ayar uygulanmistir. Kullanilan
transfer 6grenme mimarisinin genel yapisi Sekil 4’te sunulmaktadir.

Sekil 4 On egitimli VGG16 ve ResNet50 mimarileri kullanilarak
olusturulan transfer 6grenme tabanl siniflandirma yapist
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Giris MRI (224 x 224 x 3)

ResNet50 Sonuclar

ResNet50 mimarisi, artik baglantilar sayesinde derin aglarda
gradyan kaybini azaltan bir yapiya sahiptir. Ince ayar sonrasinda
model test kiimesinde %73.60 dogruluk elde etmis; glioma tumor
smifindaki duyarlilik %25 seviyesine yiikselmistir. Bu sonug, derin
ve artik baglantili mimarilerin sade KSA yapisina kiyasla daha ayirt
edici Oznitelikler 6grenebildigini gostermektedir.

VGG16 Sonuglar:

VGG16 modeli, ardisik 3x3 konvoliisyon katmanlarindan olusan
daha sade fakat derin bir mimari sunmaktadir. ince ayar sonrasinda
model %76.65 test dogrulugu elde etmis ve 6zellikle pituitary tumor
ile no_tumor smiflarinda yiiksek basar1 saglamistir. Glioma_tumor
siifinda duyarlilik %28 seviyesine ulagsmis olup, bu deger ResNet50
ve sifirdan tasarlanan KSA modeline kiyasla daha yiiksektir.

Vision Transformer (ViT) Modeli

Ucgiincii asamada, konvoliisyonel yapilardan farkli olarak giris
gorlintiisiinii 16x16 boyutlu yamalara ayirarak bu yamalar1 bir token

dizisi seklinde isleyen Vision Transformer (ViT-B/16) mimarisi
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degerlendirilmistir. Model, ¢ok katmanli kendine dikkat
mekanizmas1 sayesinde goriintii icerisindeki kiiresel baglami
dogrudan modelleyebilmektedir. Caligmada ImageNet veri kiimesi
iizerinde Onceden egitilmis ViT-B/16 modeli kullanilmis,
smiflandirma baghgr dort smif lretecek sekilde yeniden
yapilandirilmistir. Kullanilan ViT mimarisinin genel yapist Sekil
5’te sunulmaktadir.

Sekil 5 ViT-B/16 mimarisi kullanilarak olusturulan Vision
Transformer tabanl siniflandirma yapisi.
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Girig MRI (224 x 224 x 3)

Test kiimesi iizerinde gerceklestirilen degerlendirmede ViT-B/16
modeli %77.16 dogruluk elde etmis, makro F1-skoru 0.75 degeri ile
tim modeller arasinda en dengeli performans: sergilemistir.
Ozellikle glioma_tumor smifinda duyarhligin %31 seviyesine
yiikselmesi, ViT mimarisinin KSA tabanli yaklasimlara kiyasla
morfolojik olarak karmagik siniflarda daha ayirt edici temsiller
Ogrenebildigini gostermektedir. Bu bulgular, kiiresel baglam
bilgisini dogrudan modelleyebilen Transformer tabanli yapilarin
beyin tiimorii siniflandirma problemlerinde 6nemli bir potansiyele
sahip oldugunu ortaya koymaktadir.

Karsilastirmah Degerlendirme

Farkli derin 6grenme yaklagimlarmin test kiimesi iizerindeki
karsilagtirmali  performanslar1  Tablo 2’de  sunulmaktadir.
Degerlendirme; genel dogruluk, makro F1-skoru, agirlikli F1-skoru
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ve Ozellikle klinik agidan ayirt edilmesi zor olan glioma tumor
siifina ait duyarlilik dlgiitleri iizerinden ger¢eklestirilmistir.

Tablo 2 Farkl derin 6grenme modellerinin test kiimesi tizerindeki
karsilagtirmall performans sonuglart

Model Dogruluk MakroF1 AgirukliF1  Glioma sinifi
duyarliigi

Baseline KSA 0.662 0.63 0.62 0.19

ResNet50 (FT) 0.736 0.71 0.70 0.25

VGG16 (FT) 0.767 0.74 0.73 0.28

ViT-B/16 0.772 0.75 0.74 0.31

Elde edilen sonuglar, mimari karmasikligin ve 6n egitim bilgisinin
artmasiyla birlikte smiflandirma performansinin tutarli bi¢cimde
yiikseldigini gdstermektedir. Sifirdan tasarlanan temel CNN modeli
referans bir performans sunarken, transfer 6grenme yaklasimi ile
egitilen ResNet50 ve VGG16 mimarilerinin hem genel dogruluk
hem de smif bazli metriklerde belirgin iyilesmeler sagladigi
gozlemlenmistir. Ozellikle VGG16 modeli, glioma_tumor smifinda
ResNet50’ye kiyasla daha yiiksek duyarlilik elde etmistir.

Vision Transformer (ViT-B/16) modeli ise tiim metrikler dikkate
alindiginda en dengeli performans: sergilemistir. ViT mimarisi,
%77.2 dogruluk ve 0.75 macro Fl-skoru ile genel siniflandirma
basarisinda en yliksek degere ulasirken, glioma tumor sinifinda %31
duyarhilik ile CNN tabanli tiim yaklasimlarin {izerinde bir
performans sunmustur. Bu bulgular, kiiresel baglam bilgisini
dogrudan modelleyebilen Transformer tabanli yapilarin, morfolojik
olarak karmasik smiflarin ayirt edilmesinde ©nemli avantajlar
sagladigini ortaya koymaktadir.

Sonu¢ ve Degerlendirme

Bu boliimde, dort simifli beyin tiimorii MRI  goriintiilerinin
siiflandirilmas: probleminde farkli derin 6grenme yaklagimlarinin
performansi sistematik ve karsilagtirmali bir bigimde incelenmistir.
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Sifirdan tasarlanan temel konvoliisyonel sinir agi, referans bir
performans sunarken; transfer Ogrenme yaklasimi ile egitilen
ResNet50 ve VGG16 mimarilerinin hem genel dogruluk hem de siif
bazli metriklerde belirgin iyilesmeler sagladigi gézlemlenmistir. Bu
sonuglar, 6n egitimli derin modellerin siirl1 veri kosullarinda daha
ayirt edici temsiller 6grenebildigini gostermektedir.

Vision Transformer (ViT-B/16) modeli ise tiim degerlendirme
Olciitleri dikkate alindiginda en dengeli performansi sergilemistir.
Ozellikle glioma tumor gibi morfolojik agidan karmasik ve
siiflandirilmast zor siiflarda elde edilen daha yiiksek duyarlilik
degerleri, ViT mimarisinin kiiresel baglam bilgisini dogrudan
modelleyebilme avantajint ortaya koymaktadir. Bu bulgular,
transformer tabanli yaklagimlarin yalnizca dogal goriintiilerde degil,
tibbi goriintli siniflandirma problemlerinde de gii¢lii bir alternatif
sundugunu gostermektedir.

Bununla birlikte, bu c¢alismada kullanilan veri setinin topluluk
tarafindan paylasilan ve klinik meta-veri igermeyen 6n islenmis MRI
gorintiilerinden olustugu géz oniinde bulundurulmalidir. Bu nedenle
elde edilen sonuglar, klinik bir karar destek sistemi iddiasi
tasimamakta; derin  0grenme tabanli farkli  modelleme
yaklagimlarinin karsilastirmali olarak degerlendirilmesi ve egitim
amacl analiz edilmesi kapsaminda ele alinmaktadir.

Gelecek calismalarda, daha biiylik ve iyi tanimlanmis tibbi veri
kullanilarak ~ model  genelleme  yeteneginin  incelenmesi,
segmentasyon tabanli yaklasimlarin smiflandirma modelleriyle
birlestirilmesi ve c¢oklu modalite iceren veri yapilarinin
degerlendirilmesi 6nemli arastirma yonleri olarak one ¢ikmaktadir.
Bu baglamda, sunulan karsilastirmali analizlerin, derin 6grenme
yontemlerinin tibbi goriintiileme alanindaki uygulamalarina yonelik
temel bir referans olusturmasi hedeflenmektedir.
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BOLUM 5

AKILLI TARIM UYGULAMALARI: SENSOR VE
VERI ANALITIGI iLE BiTKi VERIMLILIGININ
ANALIZI

HUSEYIN TURKMEN!
INAYET HAKKI CiZMECi 2

Giris
Niifusun hizla artis1 diinya genelinde gida ve tarimsal
iriinlere olan talebi arttirmaktadir. Ekilebilir arazilerin giinden giine
azalmasi1 ve dogal kaynaklarin tiilkenmesi tarim sektoriinii ciddi
zorluklarla kars1 karsiya birakmaktadir. Birlesmis Milletler Gida ve
Tarim Orgiitii (FAO) verilerine gére artan niifus i¢in gida iiretiminin
2050 yilma kadar oOnemli Olglide artinlmasi  gerektigi
vurgulanmaktadir (Gupta & Nahar, 2023). Fakat ekilebilen arazilerin
azalmasi, su kitlig1, geleneksel tarim yontemlerinin verimsizligi gibi
nedenlerden dolayr bu hedefe ulasilabilmesini zorlastirmaktadir

(Biiyiikozkan & Uztiirk, 2024). Geleneksel tarim uygulamalari
ciftcilerin deneyimlerine dayandigi i¢in hastaliklarin tespiti geg¢ fark

! Ogrenci, Afyon Kocatepe Universitesi, Bilgisayar ABD, Orcid: 0009-0002-
3332-0759

2 Dr. Ogr. Uyesi, Afyon Kocatepe Universitesi, Bilgisayar Miihendisligi, Orcid:
0000-0001-6202-4807

(Kitap boliimii tez ¢caligmasindan ﬁretilrgizstir.)



edilmektedir. Bu durum kaynaklarin da israfina yol agmaktadir (Rani
et al., 2023). Kaynaklarin verimli kullanilmasi ve hedeflere
ulagilabilmesine adina “Akilli Tarim” kavrami ortaya g¢ikmuistir.
Literatiirde “Tarim 4.0” veya “Akilli Tarim” olarak adlandirilan
donemin temel unsurlarini olusturmakta ve iiretimde hem verimliligi
hem de siirdiirtilebilirligi artirma imkanm saglamaktadir (Cakmake1
& Cakmake1, 2023).Tarimsal iiretimdeki teknolojik doniisiim ve
Tarim 1.0’dan Tarim 4.0’a olan ilerleme, Sekil 1 ile 6zetlenmistir
(Aydinbas, 2023).

Sekil 1 Tarimsal teknolojilerin evrimi: taruim 1.0°dan Tarim 4.0’°a
gegiy

Tarim 3.0 (Hassas
Tarim)

<0

Tarim 1.0 (Neolitik

Devrim)

« Baglangic tarihi ve
yeri: 12000 yil éncesi,
Mezopotamya

« insanoglunun tarim
kesfetmesiyle iiretim,
yapmaya baslama

= Baz bitki

Tarim 4.0 (Akill Tarm)
« Bilgi iletisim teknolojileri
« Akilli tarim s
« Ciftlik ve igletmelerin
tretken, karli, verimli,
cevre dostu,
sirdiirilebilir ve givenilir
olmas: hedefi
+ Baz: akilli tarim
y 12 Akilly
giibre (nanoteknolojik
giibre), akilli sulama
sistemler, bulut tabanh
akalli tarim uygulamalan,
topraksiz tarim, dijital
tanm makineleri, dikey
tanm (Led teknolojisi
ile), robotik giftlikler

Kaynak:Aydinbas 2023

Akilli tarim, nesnelerin interneti (IoT), biiyiik veri ve yapay
zekd (Al) teknolojilerinin tarimsal siireglere entegre edilmesini
icermektedir (Ray, 2017). Akilli tarimda kullanilan bu teknolojiler
ile arazilerde ger¢ek zamanli veriler toplanarak ciftcilerin dogru
karar verebilmesine imkan saglamaktadir. Ozellikle IoT tabanli
sistemler, tarlalarin adeta kendilerini ifade edebilmelerini
sagmaktadir. Boylece bitkinin saglig1 ve toprak durumu hakkinda
anlik bilgi sahibi olunabilmektedir (Ayaz et al., 2019).
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Tarim daha ¢ok hastalik tespiti ve verim tahmini gibi
alanlarda yogunlagmaktadir. Ozellikle derin grenme teknikleri bitki
hastaliklarin tespit edilmesinde yiliksek basar1 elde etmektedir
(Mohanty, Hughes, & Salath¢, 2016). Bu tekniklerin karmasik
yaptya sahip olmasi c¢iftcilerin bu sistemleri kullanabilmelerini
zorlastirmaktadir. Ciftgilerin daha c¢ok dogal dilde etkilesim
kurabilecekleri ve kisilestirilmis tavsiyeler alabilecekleri sistemlere
ihtiyaclar1 vardir (Kutubuddin & Liyakat, 2024).

Bu calismada sensor ve veri analitigi temelli, Biiyiik Dil
Modelleri (LLM) ile desteklenen yenilikgi bir sistem onerilmektedir.
Topraktan alinan veriler ve bitki goriintiileri bir mobil uygulama
iizerinden toplanmakta ve ChatGPT API’ si kullanilarak analiz
edilmektedir.

Literatiir Bilgileri

Bu boliimde, akilli tarim teknolojileri, IoT mimarisi, goriintii
isleme teknikleri, makine 6grenmesi algoritmalari ve Biiyiik Dil
Modelleri ve karar destek sistemleri iizerine yapilan caligmalar
incelenmistir.

Akilli tarim teknolojilerinin evrimi, Tarim 4.0’ dan Tarim 5.0
a dogru ilerlemektedir. Javaid ve arkadaglar1 (2022), Tarim 4.0° 1
Biiyiik Veri, Yapay Zeka, Robotik, IoT ve Blok Zinciri
teknolojilerinin entegrasyonu ile gerceklesen dordiincli tarim
devrimi olarak tanimlamaktadir (Javaid et al., 2022). Mesias-Ruiz ve
arkadaslar1 (2023), bu evrimin makine 6grenmesi algoritmalariyla
desteklenen, otonom karar verme siireclerinin yer aldigi Tarim 5.0’ a
dogru ilerledigini belirtmektedir (Mesias-Ruiz et al., 2023).

IoT tabanli izleme sistemleri agisindan, Yang ve digerleri
(2021) diistik maliyetli Arduino ve Raspberry Pi tabanli dort
katmanli bir sistem mimarisi Onerirken, Jaliyagoda ve arkadaslar
(2023) ESP32 ve MQTT protokolii kullanan maliyet etkin bir sera

sistemi gelistirmistir (Jaliyagoda et al., 2023; Yang, Ma, Li, &
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Zhang, 2022). Gagliardi ve arkadaslar1 (2021) ise baglarda ZigBee
tabanli WSN ve IHA entegrasyonuyla NDVI haritalar1 olusturan
genis Olcekli bir mimari sunmustur(Gagliardi et al., 2021).

Goriintli isleme alaninda, Li ve arkadaslar1 (2021) VGG,
ResNet ve GoogleNet gibi derin 6grenme mimarilerinin bitki
hastalik tespitinde geleneksel yontemlerin  yerini  aldigim
gostermistir (Li, Zhang, & Wang, 2021). Latif ve arkadaslar1 (2022),
gelistirilmis VGG19 modeli ile piring yapraklarinin hastaliklarini
%96,08 dogrulukla tespit etmistir (Latif et al., 2022). Chen ve
arkadaglar1 (2020), YOLOv3 ve LSTM kullanarak AloT tabanl
zararl tespit sistemi gelistirmislerdir (Chen, Huang, Li, Chang, &
Huang, 2020).

Makine 6grenmesi uygulamalarinda, Gupta ve Nahar (2022)
aKNCN ve ELM-mBOA algoritmalariyla verim tahmini yaparken,
Elavarasan ve Vincent (2020) DRQN modeli ile %93,7 dogruluk
elde etmistir (Elavarasan & Durairaj Vincent, 2020). Yang ve
arkadaslar1 (2022), makine 6grenmesi i¢in kullanilan veri titkketimini
%5-15 azaltan Kenar Mesafe-Entropisi yontemini dnermistir(Yang
et al., 2022). Elashmawy ve Uysal (2023), toprak sensorlerinden
cilek kalitesini tahmin etmis, Blessy ve digerleri (2023) ise Transfer
Ogrenme ile sulama optimizasyonunda %40-50 su tasarrufu
saglamistir (Blessy et al., 2023; Elashmawy & Uysal, 2023).

Biiyiik Dil Modelleri konusunda, Calone vd. (2025)
ChatGPT’ nin hastalik risk tahminlerini tavsiyelere doniistiirme
potansiyelini, Shaikh vd. (2025) LLM’ lerin ¢ok modlu veri isleme
yetenegini, Sowmya vd. (2025) ise iiretken yapay zeka
platformlarinin ciftcilerin teknolojiye erisimini kolaylastirdigini
gostermistir (Calone et al., 2025; Shaikh, Rasool, Veningston, &
Yaseen, 2025; Sowmya et al., 2025).

Literatiir incelendiginde, akilli tarim uygulamalarinin sensor
aglari, IoT platformlar1 ve yapay zeka algoritmalarinin entegrasyonu
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ile gelistigi goriilmektedir. Ancak Kutubuddin ve Liyakat (2024), Al
destekli IoT sistemlerinde karar vermenin Onemini vurgulasa da
sensOr verisi ile gorsel veriyi birlestirip bunlar1 LLM araciliiyla
yorumlayan sohbet tabanli uygulamalar sinirlidir. Bu ¢alisma ile
siirlt olan boslugu doldurmayr hedeflemektedir (Kutubuddin &
Liyakat, 2024).

Materyal ve Metot

Bu boliimde, calismada kullanilan donanim ve yazilim
bilesenleri ayrintili bigimde agiklanmis; sistemin ¢alisma prensibi,
veri toplama siireci ve analiz yoOntemleri bilimsel ¢ercevede
sunulmustur.

Donanim Bilesenleri

Bu kisimda sistem tasariminda kullanilan bilesenler
tanitilmaktadir. Calismada kullanilan donanim bilesenleri ve temel
ozellikleri Tablo 1°de devre semasi ise Sekil 2’ de gosterilmistir.

Sistem, diisiik enerji tiiketimi ve kablosuz baglant1 6zellikleri
nedeniyle ESP32 Wi-Fi + Bluetooth Dual Mode gelistirme karti
iizerine inga edilmistir. ESP32 hem sensorlerden gelen verilerin
islenmesi hem de kablosuz veri iletimi gorevini listlenmistir.

Tablo 1 Calismada kullanilan donanim bilesenleri

Bilesen Model Kullanim Amaci | Temel Ozellikleri
. . . | ESP32 Dual | Veri toplama ve Wi-Fi ve Bluetooth
Mikrodenetleyici o destekli, diisiik enerji
Mode kablosuz iletisim e e
titketimli
- Su gecirmez, dijital
Topr"ali Sicakhik DS18B20 Toprak sicakligim cikis, £0.5°C
Sensorii Olgme .
hassasiyet
Toprak Nem | Kapasitif Toprak nem Korozyona
- . dayanikli, analog
Sensorii vl.2 oranini tespit etme cikisl:
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Pil sarj ve koruma

Asirt sarj korumali,

Sarj Modiili TP4056 devresi 1A ¢ikis akimi
. . 18650 Li- . N 3.7V, 2500 mAh
Giic Kayna@ ion Pil Enerji kaynagi kapasite
ng.?suk Vig;ill;gtl’r‘j Giris voltaji 2V ile
Voltaj Regiilatorii | MT3608 daha yiiksek bir 24V .argsmda, g}kls
. . voltaji ise 28V’ a
voltaj seviyesine -
kadar ayarlanabilir
¢ikarmak
Havanin Giris voltaj1 2.4 V —
Hava Sicakhk ve SHT3X sicakl1in1 ve 5.5 V arasinda, -40°C
Nem Sensorii st ile +125°C arasinda
nemini 6lgmek el
Ol¢lim
Direng,
. 1C205 Devre kararliligi | 180° siirgiilii kontrol
Diger Elemanlar . . - .
stirgiilii ve enerji kontrolii | mekanizmasi
switch

Tablo 1°de belirtilen tiim donanim bilesenleri kompakt ve
taginabilir bir sistem olusturmak iizere bir araya getirilmistir. ESP32
gelistirme karti, devre karti {izerine yerlestirilmis ve sensor
modiilleri ile baglantilar1 lehimlenerek saglanmistir. Koruma amagh
ii¢ boyutlu yazici kullanilarak dis kutusu olusturulmus ve igerisine

yerlestirilmistir. Sistemin kutu igerisindeki genel goriiniimii Sekil 3’

te verilmistir.
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Sekil 2 Tasarlanan sistemin devre semasi

et

Sekil 3 ESP32 tabanli loT sisteminin kutu i¢i yerlegimi

--88--



Gelistirilen sistem gergek ortam kosullarinda test edilmek
iizere saksi bitkisi iizerine yerlestirilmistir. Topragin nemini ve
sicakligint Olgen sensor dogrudan toprak igerisine yerlestirilirken
ortam sicakligini ve nemini Olgen sensor ise devre iizerinde
konumlandirilmistir. Boylece toprak icerisindeki kosullar ve bitki
cevresindeki hava kosullar1 izlemektedir. Sistemin saksi igerisindeki
durumu Sekil 4’ te gosterilmistir.

Sekil 4 Sistemin saksi bitkisi tizerinde test edilmesi

Yazilhim Altyapisi

Bu calismada gelistirilen akilli tarim sistemi, yalnizca
donanim bilesenlerinden olusan bir yap1 degil, ayn1 zamanda bu
donanimt etkin bi¢imde yoneten ve veri odakli kararlar tireten giiclii
bir yazillm mimarisi iizerine kurulmustur. Sistem yazilimi,
sensoOrlerden elde edilen verilerin toplanmasi, islenmesi, bulut
ortamina aktarilmasi ve kullaniciya anlamli bilgiler olarak sunulmasi
stire¢lerini biitiinciil bir yaklasimla yonetmektedir.

Sekil 5° te sistemin genel c¢alismasina ait akis semasi
goriilmektedir. Bu semaya gore sensor verileri toplanarak Bluetooth
ile mobil uygulamaya aktarilmaktadir. Aktarilan veriler mobil
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uygulama  vasitasiyla internet {izerinden APl  servisine
gonderilmektedir. Verilerin analizi sonucunda teshis ve 6nerile mobil
uygulamaya gonderilmektedir.

Sekil 5 Gelistirilen akilli tarim uygulamasinin genel akis semast

Mobil Uygulama

Yarmkl'
Bitki

Bluetooth

@)

Kaynak: Gemini Al

Sekil 6’ da sisteme ait akis diyagrami goriilmektedir.
Gorildigi  tizere  sistem  ESP32  mikrodenetleyicisinin
baslatilmasiyla ¢aligmaya baslamakta ve sensorlerden gelen veriyi
toplayarak Bluetooth (BLE) iizerinden mobil uygulamaya
aktarmaktadir. Kullanicinin ¢ektigi bitki fotografim1 6n islemden
gecirilip OpenAl GPT-4 API” sine gonderilmektedir. Son asamada
¢ok modlu analiz sonucunda elde edilen teshis ve oOnerileri
kullaniciya sunulmaktadir.

Gelistirilen yazilim altyapisi, mobil uygulama gelistirme
katman1 ve yapay zeka ve veri analitigi katman1 (OpenAl GPT-4)
olmak tizere iki temel katmandan olugsmaktadir. Bu katmanli yap1
IoT tabanli akilli tarim sistemlerinin gerektirdigi modiiler,
Olceklenebilir ve gilivenilir bir yapida tasarlanmistir. Bu sayede
sistem hem laboratuvar ortaminda hem de gergek saha kosullarinda
kesintisiz ¢alisabilecektir.
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Sekil 6 Akilli tarim sisteminin genel ¢alisma akis diyagrami
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Bu ¢alismada gelistirilen kullanici arayiizii, tek bir kod taban
iizerinden hem Android hem de i0S platformlarinda c¢alisabilen bir
mobil uygulama olarak React Native platformu iizerinde
tasarlanmistir. React Native, JavaScript diliyle ¢aligmakta ve “bir
kez yaz, her yerde calistir” yaklasimini desteklemektedir. Bu sayede
proje gelistirme siirecinde platform bagimsizligi, kodun yeniden
kullanilabilirligi ve bakim-giincelleme maliyetlerinin azaltilmasi
gibi 6nemli avantajlar saglanmaktadir (Giilciioglu, Ustun, & Seyhan,
2021).

Uygulama ESP32 mikrodenetleyicisinden Bluetooth Low
Energy (BLE) protokolii iizerinden ger¢ek zamanli sicaklik, bagil
nemi ve toprak nemi verilerini almaktadir. Ancak sistemin en kritik
Ozelligi bu sayisal verileri bitki goriintiileriyle birlestirmesidir.
Veriler yapay zekd modeline iletilmeden Once mobil cihaz
kamerasiyla aliman bitki goriintiileri bir dizi 6n islemden
gecirilmektedir. Bu islemin ana nedeni ise veri iletim hizini artirmak
ve islem maliyetini diisiirmek i¢in gergeklestirilmektedir. Uygulama
icerisinde  kullanilan  expo-image-manipulator  kiitiiphanesi
araciligiyla yeniden boyutlandirma (800 piksel), sikistirma (%60
kalite) ve kodlama (Base64 formati) teknikleri kullanilmistir.
Boylece sensor verileri ve optimize edilmis gorsel veriler
paketlenerek analiz katmanina hazir hale getirilmistir.

Yapay Zeka Destekli Karar Destek Mekanizmasi ve Prompt
Miihendisligi

Yazilimin analiz ve karar verme stiregleri OpenAl tarafindan
gelistirilen ve ¢ok modlu 6zelliklere sahip GPT-40 modeli iizerine
insa edilmistir. Bu modiil klasik goriintii isleme tekniklerinden farkl
olarak bitkinin gorsel durumu ile g¢evresel sensor verilerini es
zamanli olarak degerlendirebilmektedir.

Modelin c¢iktilarinin tutarliligini ve tarimsal terminolojiye
uygunlugunu saglamak amaciyla Prompt Miihendisligi teknikleri
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uygulanmistir.  Sisteme gonderilen istek su 1ii¢ bilesenden

olusmaktadir:

1.

Sistem Istemi: Modele, “Bitki fizyolojisi ve patolojisi
konusunda uzmanlagmig ileri seviye bir Ziraat
Miihendisi” rolii atanmistir. Ayrica, saksi bitkileri igin
“hektar” veya “tarla sulama” gibi uygunsuz Onerilerde
bulunmamasi bunun yerine ev tipi uygulanabilir 6neriler
sunmasi kural1 getirilmistir.

Baglamsal Veri: Kullanicidan alman bitki adi veya
optimize edilmis bitki fotografi sensorlerden alinan anlik
sayisal veriler ile modele girdi olarak sunulmaktadir. Bu
sayede model, yapraktaki sararmanin sadece bir hastalik
belirtisi mi yoksa sensor verisindeki “diisiik toprak nemi”
kaynakli bir su stresi mi oldugunu ayirt edebilmektedir.

Yapilandirilmis  Cikti:  Modelin  cevabinin  mobil
uygulama tarafindan islenebilmesi i¢in JSON formatinda
yanit vermesi zorunlu kilinmigtir.

Modelden donen JSON verisi tahmini teshis, hastalik siddeti,
uygulanabilir Oneriler ve risk puanlarin (su stresi, mantar riski vb.)
icermektedir. Uygulama, bu veriyi isleyerek “Genel Risk Puani”
iizerinden ters orantili bir algoritma ile (Saglik Skoru = 100- Risk

Puani1) bitkinin saglik skorunu hesaplamakta ve kullaniciya
gorsellestirilmis bir rapor sunmaktadir.

Test Protokolii ve Uzman Degerlendirme Metodolojisi

Test i¢in 50 farkl saksi bitkisi se¢ilmistir. Bitki 6rneklerinin dagilimi
Tablo 2’ de sunulmustur.
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Tablo 2 Test edilen bitki 6rneklerinin kategori bazli dagilimi

Bitki Yiizde

Kategori Sayisi (%)

Aciklama

Herhangi  bir  problem
Saglikli Bitki 12 24 belirtisi gdstermeyen optimal
kosullarda yetisen bitkiler

Yetersiz sulama veya agiri su

Su Stresi 10 20 nedeniyle stres altindaki
bitkiler

Fungal/Bakteriyel 3 16 Yaprak lekesi, kiif, pas gibi

Hastalik patojen kaynakli hastaliklar

Azot, demir, magnezyum vb.
Besin Eksikligi 9 18 element eksikligi belirtileri
gosteren bitkiler

Yaprak biti, beyaz sinek,

Zararl Ataki 6 12 trips gibi zararlilarin zarar
verdigi bitkiler
Sicaklik stresi, nem stresi
Cevresel Stres 3 6 gibi gevresel faktorlere bagl
problemler
Mekanik yaralanma, yaprak
Fiziksel Hasar 2 4 yirtilmast gibi fiziksel
hasarlar
TOPLAM 50 100

Sistemin farkli goriis agilarindaki tutarliligini test etmek ve
daha genis bir analiz yapmak amaciyla her bitki 6rnegi i¢in birden
fazla goriintli alinmistir. Bu goriintiiler Honor 400 telefonuna ait 200
megapiksele ve /1.9 diyafram acgikligina sahip kamera ile
cekilmistir. Genel olarak bitki goriintiileri, bitkiden 30 ile 50 cm arast1
mesafeden ¢ekilmistir. Her bitkinin farkli ac¢ilardan 3 adet goriintiisti
almmigstir. Her goriintii sensor verileriyle birlikte sistem tarafindan
analiz edilmis ve teshis raporu iiretilmistir. Boylece sistemin hem
ayni bitkinin farkli agilardan goriiniimlerinde tutarliligit hem de
sensor verilerini gorsel bilgiyle birlestirme yetenegi test edilmistir.

Sistemin  giivenilirligini  ve  teshis  dogrulugunu
degerlendirmek icin bagimsiz iki uzman tarafindan g¢ift-kor
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degerlendirme ile degerlendirilmistir. Uzmanlarin degerlendirme
stirecleri verilerin hazirlanmasi, kor degerlendirme ve sonuglarin
karsilastirilmasi seklinde gerceklestirilmistir.

Veriler hazirlanmasinda her bitkiye ait 3 adet goriintii, sensor
verileri, saglik skoru ve GPT-40 analizine ait sonuglar seklinde 50
adet bitki i¢in veri seti olusturulmustur. Her bir uzman sistemin
irettigi sonuclar1 ayr1 ayr1 degerlendirmistir. Degerlendirirken
asagidaki performans degerlendirme kriterlerini kullanmiglardir:

e Dogru (1,0 puan): Teshis kategorisi ve Oneri uzman
goriistiyle tam Ortiigmektedir.

e Kismen Dogru (0,5 puan): Ana kategori dogru ancak
spesifik tanimlama eksik veya genel kalmistir.

e Yanlis (0,0 puan): Teshis kategorisi hatalidir.

Sistemin basar1 puani asagidaki denklem ile hesaplanmistir:

[(Dogrusayisix 1.0)+(Kismengozmyx 0.5)]

x 100

Basart Orant (%) = o ——

Dogruggy,s,, yapay zekanin verdigi teshis kategorisi Onerisi
ile uzman goriisityle tam Ortiistigii dogru sayisini, Kismengogry,
ana kategori dogru ancak spesifik tanimlama eksik veya genel
kalmig kismen dogru sayisini ve Toplamg, peksayisi» toplam analiz
edilen bitki sayisin1 vermektedir.

Uzmanlar arast uyum ve sistem  performansini
degerlendirmek icin Cohen’ s Kappa istatistiksel yoOntem
kullanilmistir. Kappa degeri, sans faktorii diizeltilmis uyum oranini
gosterir ve -1 ile +1 arasinda deger alir (Cohen, 1960).

Bir diger performans degerlendirmesi olarak ayni bitkiye ait
birden fazla gorilintiiniin analiz sonucunun tutarliligidir. Yapay
zekanin ne kadar tutarli teshis koydugunu 6lgmek icin tutarlilik
skoru gelistirilmistir. Bu metrik sistemin goriis agis1 degisimlerinden
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ne kadar etkilendigini de gostermektedir. Tutarlilik skoru igin
asagidaki denklem kullanilarak hesaplanmistir.

n

np.
Tutarlilik Skoru (%) = ==2"x100
3xn

P;, 1’ inci bitkinin puana katkisi1 (li¢ goriintiide ayni teshis igin
3 puan, iki goriintiide ayni teshis i¢in 2 puan, ti¢ farkli teshis i¢in 1
puan), n toplam bitki sayisin1 vermektedir. 1° den n’ e kadar olan
bitkilere ait skorlar toplanarak maksimum aliabilecek puan 3
oldugundan toplam bitki sayisinin 3 ile ¢arpilmasina boliinmektedir.
Boylece tutarlilik skoru elde edilmektedir.

Bulgular

Bu boliimde tasarlanan akilli tarim alaninda sensor izleme ve
analiz sisteminin deneysel test sonuglari sunulmustur. Bulgular
donanim bilesenlerinin kararliligi, mobil uygulamanin performansi
ve Biiyiikk Dil Modeli (GPT-40) destekli yapay zekd analizinin
dogrulugu degerlendirilmistir.

Sistemde kullanilan Kapasitif Toprak Nem Sensorii v1.2
toprak nemi Olc¢limlerinde sensorden alinan ham analog veriler
(ADC), normalizasyon yontemi ile %0-100 araligina
dontstiiriilmiistiir. Normalizasyon islemi agsagidaki denklem ile elde
edilmistir.

Ham_Veri — NemRefyin

em NemRefy o — NemRefyin x

Ham_Veri, sensorde okunan ham analog degeri
gostermektedir. NemRefy;, kurutulmus topraktaki sensor analog
degeri, NemRefyq, suya tamamen doymus topraktaki sensoriin
analog degerini gostermektedir. Yapilan testlerde topraga su
ekledigimiz andan itibaren nem degisimi ortalama 3 dk sonra kararl
bir sonuca ulasarak mobil uygulamaya yansitmaktadir.
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Gelistirilen React Native tabanlt mobil uygulama farkl
senaryolar altinda test edilmistir. Uygulamanin en 6nemli ¢iktisi,
sayisal veriler ile gorsel analizi tek ekranda birlestirebilmesidir.
Analiz tamamlandiktan sonra yapay zeka tarafindan tiretilen detayl
teshis, hastalik tanimi ve tedavi 6nerileri, kullanicinin anlayabilecegi
sade bir arayiiz ile sunulmaktadir. Sekil 7° de sistemin bir bitki i¢in
irettigi teshis ve ¢O0zlim Onerilerini  igeren sonu¢ ekrani
gorilmektedir.

Sekil 7 Yapay zeka tarafindan iiretilen analiz sonug¢ ekrani

Analiz Tamamland:
Banis Gigedl (Spathiphyllum)

® Al Analizi Baglat

Sonuc: Banis Cicegi
(Spathiphyllum)

gk 85/10

Sistem performansini kapsamli bir sekilde degerlendirmek
amaciyla 50 farkli bitki Ornegi {lizerinde test c¢aligmasi
gerceklestirilmistir. Test edilen bitki orneklerinin kategori bazli
dagilim Grafik 1’ de verilmistir.
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Grafik 1 Test edilen kategori bazli bitki sayisi

‘Al
-4V,

8
m Saglikli Bitki = Su Stresi
m Fungal/Bakteriyel Hastalik m Besin Eksikligi
m Zararli Ataki m Cevresel Stres

m Fiziksel Hasar

Her bitki i¢cin 3 farkli acidan goriintiisii alinmis ve sensor
verileriyle birlikte sistem tarafindan analiz edilmistir. Boylece
toplam 150 bitki analizi gergeklestirilmistir. Sonucglar Tablo 3 te
sunulmustur.

Tablo 3 Test edilen bitkilere ait tutarlilik tablosu

Bitki Tam Kismi Diisiik Tutarhhk

Bitki Durumu Sayist | Tutarh | Tutarh | Tutarh Skoru

(n) 3/3) (2/3) 1/3) (%)
Saglikli 12 11 1 0 97,2
Su Stresi 10 9 1 0 96,7
Fungal/Bakteriyel 8 6 2 0 91,7
Besin Eksikligi 9 6 3 0 88,9
Zararli Ataki 6 5 1 0 94,4
Cevresel Stres 3 3 0 0 100
Fiziksel Hasar 2 2 0 0 100
TOPLAM 50 42 8 0 95,3

Bulgular sistemin 50 bitkinin 42’ sinde (%84) ii¢ goriintiide
de ayni teshisi koydugunu gostermektedir. 8 bitkide (%16) ise 3
goriintliniin 2’ sinde ayni1 teshise ulasilmistir. Higbir bitkide ti¢ farkl
teshis olusmamustir. Genel tutarlilik skoru 9%95,3 olarak
hesaplanmigstir. Besin eksikligi kategorisinde tutarliligin %88,9” a

diismesi dikkat ¢ekicidir. Bu durum, farkli agilardan ¢ekilen yaprak
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goriintlilerinde kloroz (yesil rengini kaybederek sararmasi)
belirtilerinin goriiniirliigiiniin degismesiyle aciklanabilir.

Iki bagimsiz uzmanin 50 bitki iizerindeki degerlendirme
uyumu analiz edilmigtir. Uzmanlar birbirlerinin degerlendirmelerini
gormeden c¢alismis ve her bitki i¢in verilen teshisi
degerlendirmislerdir. Uzmanlar 50 adet bitkiyi kategorisine gore
siniflandirmislardir.

Iki uzman arasindaki genel uyum oram1 %86 olarak
bulunmugtur. Cohen’ s Kappa degeri 0,86 olup, Landis ve Koch
(1977) smiflandirmasma gore “milkkemmel uyum” (0,81-1,00)
diizeyindedir. Bu sonug¢ degerlendirmenin giivenilir ve objektif
oldugunu gostermektedir (Landis & Koch, 1977).

Sistemin  drettigi  teshisler, her iki  uzmanm
degerlendirmeleriyle ayr1 ayri karsilastirilmigtir. Sistem performansi
tam dogru (1,0 puan), kismen dogru (0,5 puan) ve yanlis (0,0 puan)
olmak tizere li¢ kategoride degerlendirilmistir. Sistem, Uzman 1 ile
%90, Uzman 2 ile %88 basar1 oran1 gostermistir. Her iki uzmanla da
yiksek diizeyde uyum saglanmasi (ortalama %89), sistemin
giivenilir teshis yapabildigini gostermektedir. Grafik 2° de kategori
bazli sistem performans: (her iki uzman ortalamasi) gorsel olarak
sunulmustur. Grafik 2, sistemin hangi problem tiirlerinde daha
basarili oldugunu agikca gostermektedir.
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Grafik 2 Kategori bazli sistem performansi
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Tartisma ve Sonug¢

Bu caligmada nesnelerin interneti (IoT) teknolojisi ile biiyiik
dil modellerinin (LLM) entegrasyonuna dayanan yenilik¢i bir akillt
tarim sistemi gelistirilmistir. ESP32 mikrodenetleyici tabanli sensor
agl, React Native mobil uygulamasi ve GPT-40 yapay zeka
modelinin birlestirildigi bu sistem, bitki sagligimin ¢ok modlu
analizini gerceklestirmektedir.

Sistemin performanst 50 farkli bitki tiirii izerinde (toplam
150 analiz) iki bagimsiz uzmanin ¢ift-kdr degerlendirmesi ile
dogrulanmistir. Uzmanlar arast Cohen’ s Kappa katsayisi 0,86
(“miikemmel uyum”) olarak hesaplanmis, sistem genel ortalama
%389 basar1 oram1 elde etmistir. Aym bitki lizerinde farkli agilardan
cekilen ti¢ goriintiideki tutarlilik skoru %95,3 olarak dl¢iilmiistiir.

Calismanin en 6nemli bulgusu, sensér verilerinin gorsel
analiz ile birlestirilmesinin teshis dogrulugunu 6nemli Olciide
artirdigin1 gostermesidir. Sistem 6zellikle abiyotik stres faktorlerini
(su stresi, saglikli bitki, cevresel stres) yiiksek basari ile tespit
edebilmistir. Geleneksel goriintli tabanli sistemlerde sararmis
yapraklar hem azot eksikligini hem su stresini hem de bazi
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hastaliklar1 igaret edebilmektedir. Bu sistem diisiik toprak nemi
verisi ile degerlendirdiginde durumu dogru siniflandirabilmistir.

Literatiirdeki CNN tabanli caligsmalarla karsilagtirildiginda
bu sistemin avantaji 50 farkli bitki tiiriinii Onceden egitim
gerektirmeden analiz edebilmesidir. Latif ve arkadaslar1 (2022)
VGG19 ile %96 dogruluk elde etmis ancak sadece piring bitkisinde
calismistir (Latif et al., 2022). Mohanty ve arkadaslar1 (2016) %99
dogruluk bildirmis ancak 54.306 etiketli goriintii kullanmistir. Bu
calismada ise kullanici sadece fotograf ¢ekerek aninda teshis
alabilmektedir (Mohanty et al., 2016).

Prompt miihendisligi sistemin bagarisinda kritik rol
oynamistir. Modele “Ziraat Miihendisi” rolii atanmasi, JSON
formatinda yapilandirilmis ¢ikt: talep edilmesi ve sensor verilerinin
gorsel bilgi ile degerlendirilmesi talimati, dogru ve kullanilabilir
sonugclar liretilmesini saglamistir.

Sistemin sinirhiliklar1 arasinda GPT-40’ nun genel amach
yapisinin spesifik patojen tanimlamasinda yarattigi zorluklar,
internet bagimhiligi ve fungal/bakteriyel hastaliklar ile besin
eksikligi kategorilerindeki diisiik performans sayilabilir. Buna karsin
yaklasik 700 TL donanim maliyeti, kullanic1 dostu Tiirkge arayiiz ve
genis bitki yelpazesi destegi sistemin avantajlarindandir. Ayrica
sistemin ev kullanicilar1 ve kiiclik dlgekli iireticiler i¢in pratik ve
erisilebilir bir ¢6ziim sundugunu da gostermektedir.

Gelecek calismalarda cihaz iizerinde calisan hafif CNN
modelleri ile hibrit yaklasim, genisletilmis sensor altyapist (pH,
NPK), tarla kosullarinda testler ve ekonomik etki analizi
onerilmektedir. Sonug olarak bu calisma, [oT ve liretken yapay zeka
entegrasyonunun akilli tarim uygulamalarindaki potansiyelini
gostermis ve ¢ok modlu analiz yaklasiminin etkinligini bilimsel
olarak dogrulamustir.
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BOLUM 6

CUZN ALASIMLARININ OZDIiRENCINE
SODYUM SITRAT ETKISI: iISTATISTIKSEL BiR
ANALIZ

HASAN GULER!
RASIM OZDEMIR?

Giris
Piring olarak bilinen bakir-¢inko alasimlar1 (Cu-Zn), {istiin
elektriksel iletkenlik ve termal 6zellikleri sayesinde (Brenner, 1963)
elektrik-elektronik iirlinlerinde, dekoratif uygulamalarda ve
korozyon direnci gerektiren alanlarda yaygin kullanilmaktadir
(Juskenas, Karpaviciené, Pakstas, Selskis, & Kapocius, 2007). Son
yillarda bu alagimlar, elektronik bilesenler ve lityum iyon bataryalar:
icin  potansiyel malzemeler olarak  degerlendirilmektedir.
Malzemelerin fiziksel 6zellikleri, yap1 ve bilesimleriyle dogrudan
iliskilidir (Porter, 2009). Ozellikle elektriksel dzdireng, elektrik
devrelerinde kullanilan malzemelerin performansini etkileyen kritik
bir parametredir. Cu-Zn alagimlarinin iiretiminde elektrokimyasal
depolama yontemi, diisiik maliyet, diisiik sicaklik uygulanabilirligi
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ve film kalinligi-homojenligi iizerinde hassas kontrol imkan
sunmast nedeniyle tercih edilmektedir (Mohanty, 2011; Pletcher &
Walsh, 1993; Walsh & Ponce De Leon, 2014). Siyaniiriin toksisitesi
sebebiyle, sitrat gibi cevre dostu kompleks olusturucu ajanlar
giderek daha fazla kullanilmaktadir (Liu, Shi, & Reddy, 2020; R.
Ozdemir & Karahan, 2019). Cu ve Zn'nin indirgenme potansiyelleri
arasindaki biiylik fark, anormal birlikte depolanma olarak
adlandirilan karmagik elektrokimyasal kinetikler sergiler. Sitrat
konsantrasyonu, bakirin indirgenme kinetigini etkileyerek nihai
alasim Ozelliklerini belirler (Oulmas vd., 2019). Siilfat anyonlari
katodik reaksiyonu inhibe ederken, kloriir anyonlar1 bakir
indirgenmesini  hizlandirabilir  (Slupska & Ozga, 2014).
Elektrodepozisyonla iiretilen Cu-Zn alagimlarinda &zdireng
degerleri, mekanik yoOntemlerle iiretilenlere gore %25-45 daha
yiiksektir ve film bilesimi, faz yapist ve tane sinirlar1 gibi
mikroyapisal faktorlere baglidir (Fairbank, 1944). Akim yogunlugu,
sitrat konsantrasyonu, sicaklik, Cu/Zn oran1 ve depolama potansiyeli
gibi elektrokimyasal parametreler, alasimlarin mikroyapi, kimyasal
bilesim ve elektriksel-mekanik 6zelliklerini 6nemli Olgiide etkiler
(To, Park, Kim, Cho, & Myung, 2022). Elektrodepozisyonla elde
edilen CuZn alasimlar1 genellikle nanokristalin o veya P fazlar
sergiler (Pereloma & Edmonds, 2012). Morfoloji kiiresel, dendritik
veya karnabahar benzeri yapilar gosterebilir (Chandrasekar &
Pushpavanam, 2008). Ozdireng, Matthiessen kuralma gore 1sil
titresim, safsizlik ve kafes kusurlarinin toplamiyla aciklanir
(Benrazzouq, Ghanbaja, Migot, Milichko, & Pierson, 2025). Uretim
parametreleri ile alagim ozellikleri arasindaki karmasik, dogrusal
olmayan iligkileri sistematik olarak ortaya koymak i¢in ileri
istatistiksel yontemler Onemli firsatlar sunmaktadir (Xiao, Li,
Bordas, & Kim, 2023).

Bu c¢alismanin amaci, Cu-Zn alasimlarinin morfolojik,
yapisal, elektriksel ve mekanik Ozellikleri ile elektrokimyasal

--107--



depolama parametreleri (6zellikle sitrat konsantrasyonu, bakir ¢inko
madde miktar1 orani, sicaklik, akim yogunlugu ve depolanma
potansiyeli) arasindaki kompleks iligkileri sistematik olarak ortaya
koymaktir. Bu amagla: (1) deneysel parametreler {izerinde hassas
kontrol saglanarak elde edilen alasim o&zelliklerinin doniistimlii
voltametri (CV), ve mikroyapisal analizler (XRD, SEM, EDX) gibi
kapsaml1 tekniklerle karakterize edilmesi; (2) veri temizlik,
tanimlayict analiz ve grup karsilastirmalart yapilmasi; (4) SC
gruplart  arasinda Ozdireng farklar1 icin  hipotez testleri
(ANOVA/Kruskal-Wallis) ve post-hoc karsilastirmalar
yapilmasidir.

Deneysel Calisma

Cu-Zn alasim ince filmler elektrokimyasal depolama sistemi
kullanilarak aliiminyum altliklar {izerine iiretildi. Yapisal ve
ylzeysel karakterizasyon icin cesitli deneyler gergeklestirildi:
potansiyostat-galvanostat ile doniisiimlii voltametri (CV) deneyleri,
taramali elektron mikroskobu (SEM) goriintiileme, X-151n1
difraksiyon spektrometresi (XRD) oOlctimleri yapildi. Film
icerisindeki madde miktarlarinin dagilimi Enerji Dagilimli X-Isini
Spektroskopisi (EDX) analizi ile incelendi. Elektriksel 6zdireng dort
nokta kontak metodu kullanilarak oOlg¢iildii. Diisiik direng
degerlerinin 6l¢iimiinde, alet hatalar1, baglanti iletkenleri direngleri
ve temas direngleri 6l¢iim sonucunu etkileyerek hatali degerlere yol
acabilir. Bu hatalar1 minimize etmek i¢in dort nokta kontak yontemi
gelistirilmistir. Ince metal filmler ve yariiletken malzemelerin
elektriksel ozelliklerinin 6l¢timiinde siklikla kullanilan bu yontem,
ornek tizerinden gecen akim ve belirli bir bolgedeki potansiyel fark
Ol¢iimiine dayanir. Van Der Pauw yontemi, serbest formlu diizlemsel
levha seklindeki malzemelerin 6zdireng 6lgiimlerinde kullanilir. Bu
Ol¢timler i¢in numunenin kenarinin dort noktasina omik kontaklar
yapilir (Cultrera, Serazio, Fabricius, & Callegaro, 2024; Rasim
Ozdemir, Karahan, & Karabulut, 2016). Sekil 1'de goriildiigii gibi A,
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B, C ve D noktalarindan elektrotlar numune ylizeyine temas ettirilir.
Olgiilen akim ve gerilim (I, V) degerleri ile elektriksel ozellikler
hesaplanir.

Sekil 1. Van Der Pauw Metodu ol¢me sekilleri

Ozdireng 6l¢me isleminde sicaklik 100 K ile 405 K arasinda
bir kryostat yardimiyla degistirilerek bilgisayar kontroliinde tam
otomasyonlu olarak gerceklestirildi (Sekil 2). Veriler 10 °C
araliklarla kaydedildi. Bir numunenin 6l¢me islemi yaklasik 6 saat
stirmektedir.

Sekil 2. Elektriksel ve manyetik ozellikler l¢gme diizenegi

CuZn Alasim ince Film Deney Uretim Verileri

Elektrokimyasal depolama yontemiyle {iretilen ince filmlerin
iretim sartlar1 ve 4 adet ince filme ait banyo icerigi deney verileri
Tablo 1'de verildi. Banyo igerisinde sodyum sitrat (Na:CsHsO7) 0.3-
0.9 Mol.It ! arasinda degistirilirken, diger parametreler sabit tutuldu:
bakair siilfat (CuSOa4-5H20) 0.06 Mol 1t ™, ¢inko siilfat (ZnSO4-7H-0)

0.2 Mol.lt™!, pH 5.8, iiretim zamani1 60 dakika, tiretim akimi1 60 mA,
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elektrolit sicakligi 20 °C. Her bir banyoda depolanan ince filmlerin
Doniistimlii Voltametri Deneyleri (CV) ile depolanmaya baglama
potansiyel degerleri tespit edildi. Elektriksel 6zdirenci Olgiilen dort
adet Cu-Zn ince film alagimin 6l¢iim sonuglar grafikte verilmistir.
Grafikte ortam sicakligiin 100 K ile 405 K arasinda degistirilmesi
karsisinda oOl¢iilen elektriksel 6zdirencin sicaklikla degisim egrisi
verilmistir. Cu-Zn alasim filmlerin XRD analiz verilerinden kristal
yapilar1 belirlendi. XRD verilerinden tane biiyiikliigli Debye-
Scherrer formiiliiyle hesaplandi. Ortalama tane boyutunu bulmak
icin Scherrer formiilii kullanilmistir; formiilde L tane boyutunu, 260
kirmim pikini, B yar1 ytikseklik genigligini ve A dalga boyunu
gostermektedir (Leontyev vd., 2018; Rasim Ozdemir & Ismail Hakki
Karahan, 2023).

Veriseti

Elektriksel ozdirencin kapsamli istatistiksel analizi igin
deneysel verilerden bir veri seti olusturuldu. Veri seti
elektrokimyasal depolama kosullari, banyo ve film bilesim
oranlarini igeren 127 6rnekten olusmakta ve sekiz bagimsiz degisken
icermektedir: 1) %ECu, 2) %EZn, 3) %FCu, 4) %FZn, 5) tane
biiyiikliigii (G, nm), 6) depolanma voltaj1 (V), 7) elektrolit sicakligi
(St, °C), 8) dl¢iim sicakligi (T, Kelvin). Bagimli degisken elektriksel
ozdireng (p, nQ.cm) degeridir. Analiz giivenilirligini saglamak i¢in
kapsamli 6n isleme yapilmistir. Aykir1 deger tespiti i¢in c¢eyrekler
arasi aralik (IQR) yontemi uygulanmis (Tukey, 1949) ve veri setinde
anlamli aykir1 deger bulunmamustir.

Dagihm Ozellikleri ve Normallik Degerlendirmesi

Elektrokimyasal depolanma prosesi ile iiretilen CuZn
alasimlarinin fiziksel ve elektriksel ozelliklerine ait tanimlayici
istatistikler sistematik olarak incelenmistir. Analiz, merkezi egilim
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olgiileri, dagilim olgiileri ve dagilim sekil parametrelerini (¢arpiklik,
basiklik) icermektedir (Tablo 1).

Tablo 1. Veri setinin tamimlayict istatistikleri

Parametre Ortalama Std Sapma Min Max IQR Carpiklik Basikhk CV (%)

Sicakhik (°C) 252.13 90.93  100.00 407.00 151.25 -0.000  -1.185 35.90
FCu (%) 20.89 12.33 6.15 3831 1947 0348 -1.516 5431
FZn (%) 79.12 12.33 61.69 93.85 19.47 -0.348 -1.516 9.53
SC Kons. (mol/L) 0.598 0.224  0.300 0.900 0.400 0.000 -1.516 2345
ECu (%) 22.8 0.0 22.8 22.8 0.000 0.000 0.000  0.00
EZn (%) 712 0.0 772 772 0.000 0.000 0.000  0.00
Tane Boyutu (nm) 29.31 1.81 28.00 32.40 0.500 -0.243 -1.516 0.73
Potansiyel (V) 1.533 0.012 1.517 1.549 0.021 -0.176  -1.516  0.57

Resistivity (nQ-cm)  0.158 0.042  0.091 0.256 0.058 0.088  -0.780 22.77

Veri setinde degiskenler heterojen yap1 gostermektedir.
Sicakligin genis IQR degeri (151.25°C) farkli termal kosullarin
arastirildigini, tane boyutunun dar IQR'si (0.5 nm) ise mikroyapisal
homojenligi yansitmaktadir. Carpiklik analizinde tiim degiskenlerde
|carpiklik| < 0.5 kosulu saglanmakta, bu da simetrik dagilimlari
gostermektedir. Sicaklik neredeyse miilkemmel simetri sergilerken (-
0.000), FCu pozitif carpiklik (+0.348) gostererek diisiik
konsantrasyonlarda  yogunlagsmaktadir. Varyasyon katsayilari
incelendiginde, FCu'nun yiiksek CV  degeri (%54.31)
kompozisyonel ¢esitliligi isaret ederken, tane boyutu (%0.73) ve
depolanma potansiyeli (%0.57) disiik CV degerleriyle yiiksek
tekrarlanabilirlik gostermektedir. ECu% ve EZn% parametrelerinin
sifir standart sapmasi, elektrolit bilesiminin sabit tutuldugunu ve
kompozisyonel degisikliklerin yalnizca proses parametreleri
aracilifiyla saglandigin1 gostermektedir.

Normalite ve Varyans Homojenligi Analizleri

Istatistiksel analizlerin gegerliligi ve uygun test segimi,
verilerin temel varsayimlari saglayip saglamadigina baglidir (Field,

2013). Normal dagilim ve varyans homojenligi varsayimlar1 dort
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farkli normalite testi (Shapiro-Wilk, Kolmogorov-Smirnov,
Anderson-Darling, D'Agostino-Pearson) ile kapsamli olarak
degerlendirilmistir (Razali, Wah, & others, 2011).

Tablo 2 SC konsantrasyon gruplarina gore (Shapiro-Wilk testi)
normalite ve varyans homojenligi test sonuglart

SC Konsantrasyonu Istatistik

Test Kategorisi Test Tiirii (mol/L) (\4)) p-degeri Sonu¢
0.3 0.910 0.011° Normal degil
Normalite S 0.5 0.933 0.047 Normal degil
(Grup Bazl) P 0.7 0.930 0.039" Normal degil
0.9 0.938 0.071 Normal
Varyans Levene's Test Tiim gruplar - 0.731 Homojen
Homojenligi Bartlett's Test Tiim gruplar - 0.818 Homojen
P <0.05

Grup bazli Shapiro-Wilk testi (Tablo 2), yalnizca 0.9 mol/L
SC konsantrasyon grubunun normal dagilim sergiledigini
gostermistir (W=0.938, p=0.071). Diger konsantrasyon gruplari
(0.3, 0.5 ve 0.7 mol/L) normallikten anlamli sapma gostermektedir
(p<0.05). Bu bulgu, diisik ve orta konsantrasyonlarda
elektrokimyasal depolama prosesinin heterojen dinamikleri ile
iligkilendirilebilir (Mohanty, 2011; Walsh & Ponce De Ledn, 2014).

Tablo 3 Tiim degiskenler i¢cin kapsamli normalite testleri sonuglari

o . . Kolmogorov-  Anderson- D'Agostino-
Degisken Shapiro-Wilk Smirnov Darling Pearson Sonug
Istatistik p Istatistik p Istatistik Istatistik p Normal?

Resistivity  0.969  0.0059™  0.0566  0.7899 0.7986 9.75 0.0076™  Hayir
Grainsize

(nm) 0.619  <0.0001"" 0.4203 <0.0001""" 23.4279  25.67 <0.0001"" Hayr
Cu% 0.836  <0.0001"" 0.2346 <0.0001""  7.6204 196.07 <0.0001"" Hayir
Zn% 0.836  <0.0001"" 0.2346 <0.0001""  7.6204 196.07 <0.0001"" Hayir

" <0.001, "p < 0.01

Elektriksel 6zdireng i¢in testler kismen tutarsiz sonuglar
vermistir.  Shapiro-Wilk (p=0.0059) ve D'Agostino-Pearson
(p=0.0076) testleri normallikten sapma gosterirken, Kolmogorov-
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Smirnov testi (p=0.7899) normalligi desteklemektedir. Bu
tutarsizlik, Kolmogorov-Smirnov testinin diisiik istatistiksel
giicinden kaynaklanabilir (Steinskog, Tjestheim, & Kvamstg,
2007). Anderson-Darling istatistigi (A?=0.7986) kritik degerin
iizerinde olup normallikten sapmay1 dogrulamaktadir. Tane boyutu,
tiim normalite testlerinde giiclii ve tutarli sekilde normallikten sapma
gostermektedir (tim p<0.0001). Diisiik Shapiro-Wilk istatistigi
(W=0.6196) ve yiiksek Anderson-Darling istatistigi (A?>=23.4279),
dagilimin ciddi  sekilde normal dagilimdan farklilastigini
gostermektedir. Cu% ve Zn% degiskenleri matematiksel olarak
birbirini tamamladigindan (Cu% + Zn% = 100%) identik sonuglar
vermistir. Her iki degisken de tiim testlerde yiiksek anlamlilikta
normallikten  sapma  gostermektedir  (p<0.0001).  Yiksek
D'Agostino-Pearson istatistigi  (K?>=196.0661), kompozisyonel
dagilimin normal dagilimla uyumsuz oldugunu gdstermektedir
(Assaf, El-Seidy, Abou-Krisha, & Eissa, 2015). Varyans homojenligi
testleri (Levene p=0.731, Bartlett p=0.818) tiim SC konsantrasyon
gruplar1 arasinda varyanslarin esit oldugunu gostermistir (Brown &
Forsythe, 1974). Normallik varsayiminin ihlal edilmesi nedeniyle,
grup karsilastirmalari i¢in parametrik olmayan Kruskal-Wallis H-
testi tercih edilmistir (Kruskal & Wallis, 1952; Zimmerman, 1998).

Kruskal-Wallis H-Testi ve Etki Boyutu Analizi

SC konsantrasyonunun elektriksel 06zdireng {izerindeki
etkisini degerlendirmek i¢in Kruskal-Wallis H-testi uygulanmis ve
etki boyutu epsilon-squared (&%) metrigi ile dl¢tilmiistiir.

Tablo 4 Kruskal-Wallis h-testi ve etki boyutu sonuglari (resistivity)

Test Parametresi Deger p-degeri Yorum

H-istatistigi 76.37 <0.001""  Son derece gii¢lii grup etkisi
Serbestlik derecesi 3.00 - 4 grup karsilagtirmasi
Epsilon-squared (g?) 0.597 - Cok biiyiik etki boyutu
Aciklanan varyans %59.7 - Cobhen kriterlerine gore
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" < 0.001

Kruskal-Wallis H-testi (Tablo 4), SC konsantrasyon gruplari
arasinda son derece anlamli farklar oldugunu ortaya koymustur
(H=76.37, p<0.001). Epsilon-squared degeri (£=0.597), SC
konsantrasyonunun Ozdiren¢ varyansmin %359.7'sini agikladigin
gostermektedir. Cohen (1988) siniflandirmasina gore bu deger "cok
biiyiik etki" kategorisindedir (€>0.14 esiginin ¢ok iizerinde), SC
konsantrasyonunun kritik bir kontrol parametresi oldugunu
dogrulamaktadir (Nakagawa & Cuthill, 2007).

Post-hoc Ikili Karsilastirmalar: Dunn Testi

Hangi konsantrasyon c¢iftleri arasinda anlamli farklar
bulundugunu belirlemek i¢in Dunn post-hoc testi uygulanmis (Dunn
1964) ve ¢oklu karsilagtirmalarda Tip I hata kontrolii i¢in Bonferroni
diizeltmesi kullanilmistir (Bonferroni, 1936).

Tablo 5 Dunn Post-hoc ikili karsilastirmalar

Kargilastirma M;ﬁzn U-istatistik  p-diizeltmeli Giiven Aralif: Anlamhhk

(mol/L) (©@'m) (%95)

0.3 vs 0.5 -0.020 313.0 0.046" [-0.0388, -0.0012] Evet
0.3vs 0.7 -0.051 106.0 <0.001""" [-0.0698, -0.0322] Evet
0.3vs 0.9 -0.086 2.0 <0.001""" [-0.1048, -0.0672] Evet
0.5vs 0.7 -0.031 217.0 <0.001""" [-0.0498, -0.0122] Evet
0.5vs 0.9 -0.066 32.0 <0.001""" [-0.0848, -0.0472] Evet
0.7 vs 0.9 -0.035 199.0 <0.001""" [-0.0538, -0.0162] Evet

» < 0.05,""p < 0.001

Post-hoc Dunn testleri (Tablo 5), tiim SC konsantrasyon
ciftleri arasinda istatistiksel olarak anlamli farklar bulundugunu
gostermistir. En zayif fark 0.3 vs 0.5 mol/L gruplar1 arasinda
(medyan fark = -0.020 Q-m, p=0.046), en gii¢lii fark ise 0.3 vs 0.9
mol/L gruplar1 arasinda tespit edilmistir (medyan fark = -0.086 Q-m,
p<0.001). Medyan farkliliklarinin negatif isaretli olmasi, SC
konsantrasyonu arttikca Ozdireng degerlerinin sistematik olarak
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azaldigimi gostermektedir. 0.3 mol/L'den 0.9 mol/L'ye gegiste
gozlenen -0.086 Q-m'lik azalma, baslangi¢ degerine gore yaklasik
%180'lik bir iyilesmeyi temsil etmektedir.

Parametrik Varyans Analizi (ANOVA) ve Kapsamh
Karsilastirmalar

Normallik varsayimi ihlal edilse de ANOVA'nin orta dereceli
sapmalar karsisinda robust yapist (Blanca, Alarcon, Arnau, Bono, &
Bendayan, 2017) nedeniyle hem parametrik (ANOVA) hem de
parametrik olmayan (Kruskal-Wallis) testler tiim degiskenler icin
uygulanarak sonuglarin tutarliligi degerlendirilmistir.

Tablo 6 SC konsantrasyon gruplarina gére tiim degiskenlerin
kapsamli istatistiksel karsilagtirma sonuglart

Parametrik Test (ANOVA) Parametrik Olmayan Test
Degisken Yorum
F p-degeri 0 H p-degeri &
Resistivity ~ 62.09  1.64x102*  0.602™" 7637  1.85x107¢  0.596™" ggﬁ Biyik
Grainsize - <0001 1.000™ 12600 3.94x10 1.000" Mikemmel
Ayirim
Cu% - <0001 1.000™ 12600 3.94x10> 1000 Mikemmel
Ayirim
Zn% - <0001 1.000™ 12600 3.94x10 1000™ Mikemmel
Ayirim
**p < 0.001

Hem parametrik hem de parametrik olmayan testler (Tablo
6), tiim degiskenler i¢in p<0.001 diizeyinde yiiksek anlamli sonuglar
vermistir. Ozdireng i¢in F-istatistigi (62.09) ve H-istatistigi (76.37)
degerleri, her iki yaklasimin da tutarli sonuclar iirettigini
gostermektedir. Parametrik eta-squared (n*=0.602) ve parametrik
olmayan epsilon-squared (¢=0.596) degerlerinin birbirine ¢ok yakin
olmasi, ANOVA'nin normallik ihlallerine kars1 gosterdigi robust
yapiy1 dogrulamaktadir. Etki boyutu analizinde en dikkat ¢ekici
sonuglar tane boyutu, Cu% ve Zn% degiskenlerinde elde edilmistir.
Bu ii¢ parametre i¢in hem 1n? hem de €* degerleri tam olarak 1.000'e
ulagmistir.  Bu sonug, s6z konusu parametrelerin  SC
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konsantrasyonuna bagli ve SC gruplart arasinda %100 ayirim giicii
oldugunu gostermektedir. Bagka bir deyisle, bu degiskenlerdeki tiim
varyans SC konsantrasyonu degisimiyle aciklanabilmektedir. Bu
bulgu, elektrokimyasal depolama prosesinin  deterministik
karakterini ve SC konsantrasyonunun mikroyapisal ozelliklerin
kontroliinde kritik roliinii nicel olarak ortaya koymaktadir.

Tukey HSD Post-hoc Analizi

ANOVA sonuglarin1 detaylandirmak amaciyla, O6zdireng
degiskeni i¢in Tukey HSD post-hoc testi uygulanmistir.

Tablo 7 Tukey HSD Post-hoc karsilastirmalart (Resistivity)

Grup Ortalama

Karsilastirmas Farki St:]';‘::” p-degeri G“V(‘f,'/‘ ;‘;)a"g‘ Anlamlihik
(mol/L) (Q-m) °
03 vs 0.5 0017271 00089 0055  [-0.0348,0.0002] Esik degerde
03 vs 0.7 0050553 00089 <0.001"" [-0.0681,-0.0330] ¥ UkseK
anlamli
0.3 vs 0.9 0.085384 00089  <0.001"" [-0.1030,-0.0677] Y Uuksek
anlamli
0.5vs 0.7 0033282 00089 <0001 [-0.0508,-0.0158] »uksek
anlaml
0.5 vs 0.9 0068113 00089 <0001 [-0.0858, -0.0505] »uksek
anlamli
0.7 vs 0.9 0034831 00089 <0001 [0.0525,-0.0172] uksek
anlamli
" < 0.001

Tukey HSD analizi (Tablo 7), 6zdireng i¢in sistematik ve
dozaj-bagimli bir trend ortaya koymustur. 0.3 mol/L ile 0.5 mol/L
arasindaki  karsilasgtirma hari¢  (p=0.055), tim ikili grup
karsilagtirmalar1 p<0.001 diizeyinde istatistiksel olarak anlamlidir.
0.3-0.5 mol/L karsilastirmasinin esik degerde bulunmasi, bu
konsantrasyon araliginin bir geg¢is bolgesi olabilecegini ve 0.5
mol/L'nin  krittk bir esik konsantrasyon seviyesi olarak
degerlendirilebilecegini diisiindiirmektedir (Pletcher & Walsh,
1993). En biiylik ortalama fark, en diisiik ve en yiksek
konsantrasyon gruplari arasinda gozlenmistir (0.3 vs 0.9 mol/L: -
0.085384 Q-'m). Bu deger, 0.3 mol/L'deki ortalama 0Ozdireng
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degerine gore yaklasik %180'lik bir azalmay1 temsil etmektedir. %95
giiven araliklar1 tim anlamli karsilastirmalarda sifir1 igermemekte
olup, sonuglarin istatistiksel giivenilirligini desteklemektedir.
Ardisik konsantrasyon gruplari arasindaki ortalama farkliliklar
incelendiginde (0.3—0.5: -0.017 Q'm, 0.5—0.7: -0.033 Q-'m,
0.7—0.9: -0.035 Q-m), 6zdiren¢ azalmasinin dogrusal olmadig,
ancak monoton bir trend sergiledigi goriilmektedir. Bu durum, SC
konsantrasyonunun etkisinin 6zellikle 0.5 mol/L {izerinde daha
belirgin hale geldigini gostermektedir. SC konsantrasyonunun
Ozdireng varyansinin %60'mma yakinini agiklamasi (£2=0.596), bu
parametrenin hassas kontrolii ile hedeflenen elektriksel 6zelliklerin
prediktif olarak modellenebilecegini gostermektedir. 0.5 mol/L'nin
altindaki konsantrasyonlarda sodyum sitratin kompleks olusturma
kapasitesinin sinirli olabilecegi, bu degerin iizerinde ise iyonik ortam
ve  komplekslesme  dinamiklerinin  stabilize  olabilecegi
degerlendirilmektedir (Kruglikov, Kudriavtsev, Vorobiova, &
Antonov, 1965). 0.7-0.9 mol/L konsantrasyon araligi, disiik
ozdireng degerleri elde etmek i¢in optimal isletme bolgesi olarak one
cikmaktadir.

Bu kapsamli istatistiksel analiz, SC konsantrasyonunun
CuZn alagimlarimin elektrokimyasal depolanmasinda elektriksel ve
mikroyapisal 6zelliklerin belirlenmesinde dominant rol oynayan
kritik bir parametre oldugunu nicel olarak kanitlamaktadir.

Sitrat Konsantrasyonunun (SC) Ozdiren¢ Uzerindeki Kritik
Kontrolii

SC konsantrasyon gruplari arasinda gerceklestirilen Kruskal-
Wallis H-testi, istatistiksel olarak son derece anlamli farklar ortaya
koymustur (H=76.37, p<0.001, €>=0.597). Epsilon-squared
degerinin  0.597 olmasi, SC konsantrasyonunun &zdireng
varyansinin yaklasik %60'1n1 agikladigint gostermektedir. Bu etki
boyutu, Cohen'in (1988) siniflandirmasinda “cok biiylik etki”
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kategorisine girmekte ve SC konsantrasyonunun elektrokimyasal
depolama prosesinde kritik bir kontrol parametresi oldugunu
dogrulamaktadir. Post-hoc Dunn testleri, tiim SC konsantrasyon
ciftleri arasinda anlamli farklar bulundugunu gostermistir. En gii¢lii
fark, en diisiik (0.3 mol/L) ve en yliksek (0.9 mol/L) konsantrasyon
gruplar1 arasinda gozlenmistir (medyan fark=-0.086 Q-m, U=2.0,
p<0.001). SC konsantrasyonunun artmasiyla 6zdirengte gdzlenen
monoton azalma trendi, sitrat iyonlarmin komplekslesme
mekanizmasi ile agiklanabilir. Yiiksek SC konsantrasyonlarinda,
bakir ve ¢inko iyonlarinin sitrat kompleksleri olusturmasi,
elektrodepozisyon kinetigini degistirerek daha diizenli kristal yap1
olusumunu tesvik etmektedir. Kritik bir bulgu, 0.3 mol/L ile 0.5
mol/L arasindaki gegisin esik degerde bulunmasidir (p=0.055). Bu
bolge, sitrat komplekslesme kapasitesinin saturasyona ulastii ve
elektrokimyasal niikleasyon kinetiginin modifiye oldugu bir gegis
rejimi  olarak  degerlendirilebilir. ~ Scharifker-Hills  modeli
cercevesinde, bu konsantrasyon rejimi aninda niikleasyondan
progresif niikleasyona gecisi temsil edebilir (Sun & Zangari, 2023).
Parametrik ANOVA testleri ile elde edilen sonuglar, Kruskal-Wallis
testleri ile tutarlilik gostermistir. Ozdirenc i¢in F-istatistigi (62.09)
ve H-istatistigi (76.37) degerleri, her iki yaklasimin da benzer
sonuglar  {rettigini  gostermektedir. Parametrik eta-squared
(m*=0.602) ve parametrik olmayan epsilon-squared (£=0.596)
degerlerinin birbirine ¢ok yakin olmasi dikkat ¢ekicidir. Tukey HSD
post-hoc analizi, 6zdireng i¢in sistematik ve dozaj-bagimli bir trend
ortaya koymustur. 0.3 mol/L ile 0.5 mol/L arasindaki karsilastirma
hari¢ (p=0.055), tiim ikili grup karsilastirmalar1 p<0.001 diizeyinde
istatistiksel olarak anlamlidir. En biiyiik ortalama fark, en diisiik ve
en yiiksek konsantrasyon gruplari1 arasinda gézlenmistir (0.3 vs 0.9
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mol/L: -0.085384 Q-m), bu deger yaklasik %180'lik bir azalmay1
temsil etmektedir.

Kompozisyonel Parametrelerin Ozdirenc ile Tliskisi

XRD ve EDX  karakterizasyon  sonuglari, SC
konsantrasyonunun film kompozisyonunu sistematik olarak
etkiledigini gostermistir. Banyo icerisindeki Cu %22.8 ve Zn %77.2
oraninda sabit olmasina ragmen, depolanan CuZn ince film
alasimlarin igerisindeki Cu oran1 %13.01 ile %38.31 arasinda, Zn
orani ise %61.69 ile %86.99 arasinda degismektedir. Bu bulgular,
SC konsantrasyonunun anormal birlikte depolanma mekanizmasini
dogrudan etkiledigini gdstermektedir. Bakirin intrinsik elektriksel
ozellikleri (p_Cu=1.68 uQ-cm) ve ¢inkonun daha ytiksek intrinsik
direnci (p_Zn=5.90 puQ-cm) nedeniyle, film kompozisyonundaki
degisimler oOzdiren¢ {izerinde Onemli etkiler yaratmaktadir.
Nordheim kurali, ikili alasimlarda 0Ozdirencin kompozisyonla
degisimini agiklamaktadir: palagm=pcutCxZnix X(Znix). CuZn
sisteminde ¢inko atomlari, bakir matrisinde ¢6ziinmiis durumda
elektron sacilma merkezleri olusturarak Fermi yiizeyinde
pertiirbasyonlara yol agmaktadir (Nordheim, 1931).

Mikroyapisal Ozelliklerin Ozdireng ile fliskisi

XRD analizlerinden Debye-Scherrer formiilii ile hesaplanan
tane boyutu degerleri, SC konsantrasyonuna bagli olarak sistematik
degisim gostermistir (28.0-32.4 nm araliginda). Tane boyutundaki
bu degisimler, tane sinir1 sacilimimin elektron taginimi lizerindeki
etkisini ortaya koymaktadir. Klasik Mayadas-Shatzkes modeli, tane
sinirt  yogunlugunun artmasiyla elektronlarin ortalama serbest
yolunun kisaldigin1 ve 6zdirencin arttigin1 dngérmektedir: p = po(l
+ (3(1-p)/2)(A/d)). Burada p tane sinir1 specularity parametresi (0 <
p<1), Aelektron ortalama serbest yolu ve d ortalama tane boyutudur.
Yiiksek SC konsantrasyonlarinda niikleasyon merkezlerinin
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azalmasi ve tane biliylimesinin desteklenmesi, bu iliski ¢ercevesinde
daha diistik 6zdireng degerlerine katkida bulunmaktadir.

Sicakhgin Elektriksel Ozdirenc¢ Uzerindeki Etkisi

Ozdireng olgiimleri 100 K ile 405 K sicaklik araliginda
gergeklestirilmistir. Sicaklik artisi ile 6zdirencin sistematik artisi,
fonon-elektron sagiliminin  yogunlagsmasiyla agiklanmaktadir.
Matthiessen kurali ¢ercevesinde, toplam Ozdireng termal titresim,
safsizlik sa¢ilimi ve tane sinir1 katkilariin toplami olarak ifade edilir
(Rossiter, 1987). Elektrokimyasal depolama yontemiyle firetilen
ince filmlerde, Debye sicakliginin {izerindeki termal rejimlerde
(T>0p) fonon popiilasyonunun lineer artisi, elektronlarin ortalama
serbest yolunu kisaltarak direnci artirmaktadir. Bu bulgu, CuZn
alasimlarinda literatiirde rapor edilen 2.8-3.5x107% Q-m/°C sicaklik
katsayist aralig1 ile uyumludur (Callister, 2019).

Sonug¢

Bu calisma, SC konsantrasyonunun CuZn alasimlarinin
elektrokimyasal depolanmasinda elektriksel ve mikroyapisal
ozelliklerin belirlenmesinde dominant rol oynayan kritik bir
parametre oldugunu nicel olarak ortaya koymustur. SC
konsantrasyonu, hem film kompozisyonunu (%60 varyans agiklama)
hem de tane boyutunu kontrol ederek, nihai 6zdiren¢ degerlerini
sistematik olarak etkilemektedir. Elektrolit icerisindeki sodyum
sitratin  0.7-0.9 mol/L konsantrasyon araligi, diisiik Ozdireng
degerleri elde etmek icin optimal isletim bolgesi olarak
belirlenmistir.
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BOLUM 7

DOGAL DIiL iISLEMENIN EVRIiMi:
VEKTORLERDEN AJANLARA

MURAT AYDOGAN!
Giris
Insanlik tarihi, biiyiik 6lciide dilin ve iletisimin tarihi olarak
okunabilir. Medeniyetin safagindan bu yana dil, bilgiyi nesilden
nesile aktarmamizi, karmasik sosyal yapilar kurmamizi, soyut
diistinceler gelistirmemizi ve kolektif bilinci olugturmamizi saglayan
en temel aracimiz olmustur. 20. ylzyilin ortalarinda bilgisayar
bilimlerinin dogusuyla birlikte, insanligin en kadim hayallerinden
biri de teknolojik bir hedef haline geldi: Bu en insani yetenegi, yani
dili, makinelere kazandirmak. Iste bu cesur ve karmasik hedefin
pesinden giden bilimsel disiplin, Dogal Dil Isleme (Natural
Language Processing - NLP) olarak adlandirilir. NLP, bilgisayarlarin
insan dilini (Tiirkge, Ingilizce, Cince gibi dogal dilleri) anlamasin,
islemesini, yorumlamasini ve liretmesini amaclayan, yapay zeka ve
bilgisayar biliminin kesisiminde yer alan dinamik bir alandir.

1 Dr, Firat Universitesi, Yazilim Miihendisligi Orcid: 0000-0002-6876-6454
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NLP'nin ilk adimlari, biiyiik 6l¢iide dilbilimciler tarafindan
elle hazirlanan karmasik kurallar ve sozliikler lizerine kurulu kural
tabanl sistemlere dayaniyordu. Ornegin, bir makine gevirisi sistemi,
bir dildeki her gramer kural1 ve istisnasi i¢in diger dilde bir karsilik
bulmaya calisirdi. Bu yaklasim, belirli ve dar alanlarda kismi
basarilar elde etse de, dilin dogasindaki esneklik, belirsizlik
(ambiguity) ve siirekli evrim karsisinda hizla yetersiz kaldi. Bir
sonraki asamada, istatistiksel yontemler On plana c¢ikti. Bu
yaklasimlar, biiylik metin veri kiimelerinden (corpus) kelimelerin ve
ifadelerin bir arada bulunma olasiliklarint 6grenerek, kural tabanl
sistemlerin kirilganligin1 asti. Ancak bu modeller de dilin derin
anlamsal yapisin1 ve baglamimi kavramakta zorlaniyor, genellikle
yiizeysel desenleri ezberlemekle yetiniyordu.

Bu boliim, NLP'nin bu erken donem arayislarindan siyrilarak
giiniimiiziin akilli sistemlerine uzanan modern evrimini, dort temel
paradigma degisimi veya "kirilim noktasi" {izerinden anlatmayi
hedeflemektedir. Bu yolculuk, sadece daha 1iyi algoritmalar
gelistirme hikayesi degil, ayn1 zamanda makinelere "anlam1" nasil
ogretebilecegimize dair anlayisimizin da bir evrimidir (Gururaja ve
ark., 2023:16):

1. Vektér Temsilleri: Ilk biiyiikk sigrama, kelimelerin
anlamsal iligkilerini yogun ve ¢ok boyutlu matematiksel
bir uzayda temsil etmeyi basaran Word Embedding
yontemleriyle yasandi. Bu, makinelere kelimelerin
sadece sembolik kimliklerini degil, ayn1 zamanda
anlamsal yakinliklarini ve aralarindaki soyut iligkileri de
anlama yetenegi kazandirdi (Mikolov & ark., 2013: 9).

2. Paralel Isleme Devrimi: Ikinci kirthm, dilin sirali
dogasinin getirdigi hesaplama darbogazlarin1 asan
Transformer mimarisi ile gergeklesti. Tekrarlayan
yapilar1 terk edip yalmizca dikkat mekanizmasina

dayanan bu mimari, metnin tamamini paralel olarak
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isleyerek hem uzun mesafeli anlamsal baglantilar
yakalamada devrim yarattt hem de donanim verimliligini
en lst diizeye ¢ikardi.

3. Olgeklenmenin Giicii: Ugiincii ve belki de en ¢ok ses
getiren atilim, Transformer mimarisinin devasa veri
setleriyle ol¢eklendirilmesi sonucu ortaya ¢ikan Biiylik
Dil Modelleri (LLM) oldu. Bu modeller, belirli gorevleri
yerine getiren dar kapsamli araglar olmaktan ¢ikip, genel
amacli bir dil anlama ve iiretme yetenegi sergileyerek
yapay zeka ile olan iliskimizi temelden degistirdi.

4. Eyleme Gegen Zeka: Son olarak, bu yolculugun
giinlimiizdeki en ileri noktasini temsil eden Ajanlar
(Agents) konseptini ele alacagiz. Ajanlar, LLM'leri birer
akil yiiriitme motoru olarak kullanarak, harici araclara ve
APT'lere erigip dijital ve hatta fiziksel diinyayla
etkilesime gecen, hedefe yonelik gorevleri otonom bir
sekilde tamamlayabilen sistemlerdir.

Bu boliim, bu dort temel direk etrafinda bir yolculuga
cikararak, NLP'nin vektér temsillerinden akilli ajanlara uzanan
evrimini adim adim goézler 6niine serecektir. Her bir teknolojik
atilimin ardindaki temel fikirleri, getirdigi yenilikleri ve bir sonraki
adim1 nasil hazirladigini inceleyerek, gilinlimiiz yapay zekasinin
neden ve nasil bu noktaya geldigine dair kapsamli bir anlayis
sunulmasi amaglanmaktadir.

Anlamdan Yoksun Vektorler: Klasik Temsil Yontemleri

Makinelerin dili anlamlandirabilmesi yolundaki ilk ve en
temel engel, kelimelerin dogast geregi sembolik olmasidir.
Bilgisayarlar sayilarla ¢alisir, kelimelerle degil. Bu nedenle, "kedi",
"kopek" gibi kelimeleri bir modelin isleyebilmesi i¢in onlar1 sayisal
bir formata doniistiirmek gerekir. Derin 6grenme 6ncesi donemde bu
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sorun,

kelime frekanslarina dayali yontemlerle c¢oziilmeye

calisiliyordu.

Bag-of-Words (BoW - Kelime Torbas1): Bu yaklasimda,
bir metin (climle veya belge), icerdigi kelimelerin bir
torbasi olarak kabul edilir ve kelimelerin siras1 tamamen
goz ardi edilir. Her belge, sozliikteki her kelimenin o
belgede kag kez gectigini sayan bir vektorle temsil edilir.
Bu basit ve hizli bir yontem olsa da, kelime sirasini yok
saydigr icin "Ali Ayse'yi seviyor" ile "Ayse Ali'yi
seviyor" climlelerini ayirt edemez (Juluru & ark., 2021:
0).

TF-IDF (Term Frequency-Inverse Document
Frequency): BoW modelini bir adim ileri tasiyan bu
yontem, bir kelimenin bir belge icin Onemini
hesaplamaya calisir. Bir kelimenin bir belgedeki frekans1
(TF) ne kadar yiiksekse ve o kelimenin tiim belgeler
koleksiyonundaki (corpus) yaygmligi (IDF) ne kadar
azsa, o kelime o belge icin o kadar énemlidir (Zhang,
Yoshida & Tang, 2011: 6). Bu, "ve", "ama" gibi sik gegen
ama anlamsal yiikii az olan kelimelerin etkisini azaltir.

One-Hot Encoding: Ozellikle sinir aglarinm ilk
donemlerinde kullanilan bu yontemde, sozliikteki her
kelimeye benzersiz bir tam say1 (indeks) atanir. Daha
sonra her kelime, boyutu sozliikteki toplam kelime
sayisina esit olan bir vektorle temsil edilir. Bu vektorde,
kelimenin kendi indeksine karsilik gelen eleman 1, diger
tiim elemanlar ise 0 olur (Patil & ark., 2023: 26).

Bu yontemler, metin siniflandirma gibi gérevlerde belirli bir

basariya ulagmis olsalar da, temel bir kusuru paylasiyorlardi:
anlamsal bilgi eksikligi. Bu yaklasimlarla iiretilen vektorler,
kelimeler arasindaki anlamsal iligski hakkinda higbir ipucu tagimaz.
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Ornegin, "kedi" ve "kopek" kelimelerinin anlamsal olarak "ucak"
kelimesinden daha yakin oldugunu bu temsil ile anlamak
imkansizdir. Vektorler son derece seyrek (sparse), yiikksek boyutlu ve
ortogonaldir (birbirine dik), bu da aralarinda bir benzerlik dl¢timii
yapmay1 anlamsiz kilar.

Anlamin Vektorlere Gomiilmesi: Word2Vec

Iste bu noktada Word Embedding (Kelime Gomme) kavrami
bir devrim yaratmisti. Word Embedding, kelimeleri seyrek ve
anlamsiz vektorler yerine, yogun (dense) ve genellikle daha diisiik
boyutlu (6rnegin 50-300 boyut) siirekli bir vektor uzayinda temsil
etme fikridir. Bu yaklagimin temelinde, dilbilimci J.R. Firth'e
atfedilen ve daha sonra popiilerlesen dagilimsal hipotez
(distributional hypothesis) yatar: "Bir kelimeyi, c¢evresindeki
kelimelerle taniyabilirsin" (you shall know a word by the company
it keeps). Bu hipoteze gore, benzer baglamlarda kullanilan kelimeler,
benzer anlamlara sahip olma egilimindedir. Word Embedding
algoritmalar1, bu hipotezi matematiksel bir modele doniistiirerek,
biliylik metin veri kiimelerinden kelimelerin anlamsal temsillerini
(vektorlerini) 6grenir.

Bu alandaki en popiiler ve etkili uygulamalardan biri, 2013
yilinda Google'dan Tomas Mikolov ve ekibi tarafindan gelistirilen
Word2Vec modelidir (Mikolov & ark., 2013: 9). Word2Vec, aslinda
tek bir algoritma degil, kelime vektorlerini verimli bir sekilde
ogrenmek i¢in tasarlanmis iki farklt model mimarisini ve ¢esitli
optimizasyon tekniklerini iceren bir arag setidir.

Word2Vec Mimarileri: CBOW ve Skip-gram

Word2Vec, dagilimsal hipotezi iki ana model mimarisiyle
uygular:

e Continuous Bag-of-Words (CBOW): Bu model, bir
kelimeyi ¢evreleyen baglam kelimelerinden (context
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words) yola cikarak ortadaki hedef kelimeyi tahmin
etmeye calisir. Ornegin, "hizli kahverengi ¢itin
tizerinden atladi" ciimlesinde, CBOW modeli [hizli,
kahverengi, ¢itin, iizerinden, atladi] baglam kelimelerini
girdi olarak alir ve ortadaki "tilki" kelimesini tahmin
etmeyi Ogrenir. Baglam kelimelerinin  vektorlerini
birlestirerek (genellikle toplayarak veya ortalamasini
alarak) hedef kelimeyi tahmin ettigi i¢cin bu modele
"siirekli kelime torbas1" denir. CBOW, daha hizli egitilir
ve sik gecen kelimeler i¢in iyi sonuglar verir.

Skip-gram: Bu model ise tam tersi bir mantikla ¢alisir.
Ortadaki bir hedef kelimeden yola ¢ikarak onun
cevresindeki baglam kelimelerini tahmin etmeye calisir.
Ayn1 ornekte, Skip-gram modeli girdi olarak "tilki"
kelimesini alir ve ¢ikt1 olarak [hizli, kahverengi, ¢itin,
tizerinden, atladi] kelimelerini tahmin etmeyi Ogrenir.
Yani, bir kelimeden yola ¢ikarak onun olas1 baglamlarini
tahmin eder. Skip-gram, genellikle daha biiyiik veri
setlerinde daha 1iyi performans gosterir ve nadir
kelimelerin temsillerini 6grenmede CBOW'a goére daha
basarilidir.

Her iki model de aslinda basit birer s1g sinir agidir (shallow
neural network). Genellikle bir girdi katmani, bir gizli katman
(projeksiyon katmani) ve bir ¢ikt1 katmanindan olusurlar. Modelin

asill amaci, bu tahmin gorevini (hedef kelimeyi veya baglam
kelimelerini tahmin etme) basariyla yerine getirmek degildir.
Tahmin gorevi, sadece bir aragtir. Asil hedef, bu egitim siireci
tamamlandiginda, gizli katmanda olusan agirlik matrisini elde
etmektir. Iste bu matris, sozliikteki her kelime igin 6grenilmis olan

yogun ve anlamsal vektorleri igerir.
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Anlamsal Aritmetik ve Etkisi

Word2Vec'in getirdigi en biiylileyici yeniliklerden biri, bu
vektor uzaymda anlamli aritmetik iglemlerin yapilabilmesidir. En
meshur 6rnek, Vektor('Kral') - Vektor('Erkek') + Vektor('Kadin')
isleminin sonucunun, Vektor('Kralige')'ye c¢ok yakin bir vektor
vermesidir. Benzer sekilde, Vektor('Ankara') - Vektor('Tiirkiye') +
Vektor('Fransa') islemi de Vektor('Paris')'e yakin bir sonug tiretir. Bu
durum, modelin sadece kelimelerin benzerligini degil, ayn1 zamanda
aralarindaki "cinsiyet" veya "bagkent-iilke" gibi soyut iligkileri de
ogrendigini ve bu iligkilerin vektoér uzaymnda tutarli yonler olarak
kodlandigin1 gostermistir. Bu yetenek, NLP uygulamalarinin
anlamsal ¢ikarim yapma kapasitesini kdkten degistirmis ve daha
sofistike modellerin  gelistirilmesi i¢cin saglam bir temel
olusturmustur.

Dizisel Veri ve Bellek Sorunlari: RNN ve LSTM'in Yiikselisi

Word Embedding, kelimelere anlamsal derinlik kazandirarak
biiylik bir atilim saglasa da, dilin dogasindaki en temel 6zelliklerden
birini, yani diziselligi (sequentiality) tek basina ele alamiyordu.
Ciimleler, birbirinden bagimsiz kelimelerin bir torbasi (bag-of-
words) degildir; kelimelerin sirasi, climlenin anlamini tamamen
degistirebilir. "Ali, Ayse'yi seviyor" ve "Ayse, Ali'yi seviyor"
ciimleleri ayni kelimeleri igermesine ragmen tamamen farkli
anlamlara gelir. Bu dizisel bagimliligi, yani bir kelimenin anlaminin
kendisinden 6nce gelen kelimelere bagli oldugunu modelleyebilmek
icin yeni bir mimariye ihtiyag vardi.

Bu ihtiyaca cevap veren mimari Tekrarlayan Sinir Aglar
(Recurrent Neural Networks - RNN) oldu (Sherstinsky & ark., 2020:
43). Geleneksel ileri beslemeli sinir aglari, girdileri birbirinden
bagimsiz olarak igler. Oysa RNN'ler, bir dongii yapisi igerir. Bu
dongii, agin bir zaman adimindaki (6rnegin, climlenin bir kelimesi)
ciktisinin, bir sonraki zaman adimina (bir sonraki kelime) girdi
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olarak aktarilmasini saglar. Bu mekanizma, agin ge¢miste gordugii
bilgileri bir tiir "bellek" i¢inde tutarak mevcut girdiyi islemesine
olanak tanir. Bu bellek, gizli durum (hidden state) olarak adlandirilan
bir vektorle temsil edilir. Bir climlenin kelimelerini sirayla isleyen
bir RNN, her kelimeyi islerken sadece o kelimenin vektoriinii degil,
ayni zamanda bir 6nceki kelimeden gelen gizli durumu da dikkate
alir. Yeni gizli durum, bu iki bilginin bir fonksiyonu olarak
hesaplanir. Bu tekrarlayan yapi, RNN'lerin kelimeler arasindaki
siralt bagimliliklart 6grenmesini sagladi ve makine gevirisi, metin
iretimi, duygu analizi gibi gorevlerde Onemli basarilar elde
etmesinin yolunu agti.

RNN'lerin Kirilgan Bellegi: Gradyan Kaybolmasi ve Patlamasi

Teoride miikkemmel goriinse de, pratikte standart RNN'ler
ciddi bir sorunla karsilasti: uzun vadeli bagimliliklar1 (long-term
dependencies) O0grenememe. Bir climlenin basindaki bir kelime,
climlenin sonundaki bir kelimenin anlamini etkileyebilir. Ornegin,
"Tirkiye'nin birgok sehrini gezdim, ancak en ¢ok "1 sevdim"
cimlesinde, boslugu doldurmak ig¢in cilimlenin basina doniip
"Tiirkiye" kelimesine referans vermek gerekir. RNN'ler, bu tiir uzun
mesafeli baglantilar1 kurmakta zorlanir. Bunun temel nedeni, agin
egitiminde kullanilan Zaman Iginde Geri Yayilim (Backpropagation
Through Time - BPTT) algoritmasinin dogasindan kaynaklanan
kaybolan ve patlayan gradyan (vanishing and exploding gradients)
problemidir. Egitim sirasinda, hata sinyalleri (gradyanlar) agin
katmanlar1 boyunca geriye dogru yayilir. Uzun dizilerde, bu
gradyanlar tekrar tekrar ayni matrisle ¢arpildigi i¢in ya iistel olarak
kiigiilerek sifira yaklasir (kaybolma) ya da {istel olarak biiyliyerek
kontrolden ¢ikar (patlama). Kaybolan gradyan, agin ge¢misteki
bilgilerden 6grenmesini engellerken, patlayan gradyan ise egitimi
tamamen istikrarsizlagtirir.
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Akillh Kapilar: Uzun Kisa Siireli Bellek (LSTM)

Bu bellek sorununu ¢ozmek i¢in 1997 yilinda Sepp
Hochreiter ve Jirgen Schmidhuber tarafindan Uzun Kisa Siireli
Bellek (Long Short-Term Memory - LSTM) ag1 onerildi (Hochreiter
& ark., 1997:43). LSTM, standart RNN'in basit tekrarlayan
hiicresini, daha karmasik ve akilli bir yapiyla degistirir. LSTM
hiicresinin kalbinde, bilgiyi uzun siire boyunca saklamak igin
tasarlanmig bir hiicre durumu (cell state) bulunur. Bu hiicre durumu,
ag boyunca bir "konveydr band1" gibi uzanir ve bilgiler tizerinde ¢ok
az lineer etkilesimle akar. Bu sayede, gradyanlarin kaybolmadan
uzun mesafeler kat etmesi kolaylasir.

LSTM'in asil sihri, bu hiicre durumuna hangi bilgilerin
eklenecegini, hangilerinin ¢ikarilacagini ve hangilerinin ¢ikt1 olarak
kullanilacagini diizenleyen ii¢ adet kap1 (gate) mekanizmasidir. Bu
kapilar, sigmoid aktivasyon fonksiyonu sayesinde 0 (hicbir sey
gecirme) ile 1 (her seyi gecir) arasinda degerler iireten kiigiik sinir
aglaridir ve su sorulara cevap verirler:

e Unutma Kapis1 (Forget Gate): Ge¢gmis hiicre durumundan
hangi bilgileri atmaliyiz? (Ornegin, yeni bir ciimlenin
Oznesi geldiginde, eski cilimlenin 06znesini unutmak
gerekebilir.)

e Giris Kapis1 (Input Gate): Mevcut girdiden hangi yeni
bilgileri hiicre durumuna eklemeliyiz?

e (ikt1 Kapist (Output Gate): Hiicre durumunun hangi
kismini bu zaman adiminin ¢iktis1 olarak kullanmaliy1z?

Bu kapt mekanizmalari, LSTM'in hangi bilgiyi ne kadar
stireyle "hatirlayacagini" dinamik olarak 6grenmesini saglar. Bu
sayede, hem kisa vadeli hem de uzun vadeli bagimliliklar etkili bir

sekilde modelleyebilir. LSTM ve onun daha basit bir varyasyonu
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olan GRU (Gated Recurrent Unit), uzun yillar boyunca NLP
alanindaki en basarili ve yaygin olarak kullanilan sirali modeller

olmus ve Transformer mimarisine giden yolda dnemli bir basamak
teskil etmistir (Chung & ark., 2014:9).

Devrimin Merkezi: Transformer Mimarisi ve Dikkat
Mekanizmasi

2017 yilinda Google arastirmacilar1 tarafindan yayinlanan
"Attention Is All You Need" baglikli makale (Vaswani & ark.,
2017:15), NLP alaninda bir deprem etkisi yaratti. Bu makalede
tanitilan Transformer mimarisi, dil modellemesinde sirali islemeye
dayali1 RNN ve LSTM'lerin hakimiyetine son verdi. Transformer,
tekrarlayan (recurrent) katmanlari tamamen ortadan kaldirip, bunun
yerine metindeki her kelimenin diger tiim kelimelerle olan iligkisini
dogrudan modelleyen dikkat mekanizmasina (attention mechanism)
dayali bir yapt sunuyordu. Bu, modelin hem uzun mesafeli
bagimliliklar1 ¢ok daha iyi yakalamasini sagladi hem de RNN'lerin
dogas1 geregi engel oldugu paralellestirmeye olanak taniyarak ¢ok
daha biiyiik modellerin ve veri setlerinin egitilmesinin Oniinii act.

Transformer mimarisi, temel olarak iki ana bilesenden
olusur: bir Encoder (Kodlayic1) ve bir Decoder (Kod Coziicii). Her
ikisi de kendi i¢lerinde birden ¢ok (orijinal makalede 6 adet) 6zdes
katmandan olusan bir y18indir (stack).

e Encoder: Girdi ciimlesindeki her kelime i¢in zengin ve
baglamsal bir temsil (embedding) olusturmaktan
sorumludur. Ciimlenin tamamini okur ve her kelimenin
anlamini, climlenin geri kalaniyla olan iliskisine gore
ayarlar.

e Decoder: Encoder'dan gelen bu temsilleri ve daha once
tirettigi kelimeleri kullanarak, ¢ikti cimlesini adim adim
(otoregresif olarak) tiretir.
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Girdi isleme: Embedding ve Konumsal Kodlama

Modelin bir metni isleyebilmesi i¢in, kelimeler 6nce Word
Embedding katmanindan gegirilerek yogun vektorlere doniistiirtiliir.
Ancak Transformer, tekrarlayan bir yapiya sahip olmadigi i¢in
kelimelerin sirasin1 dogal olarak bilemez. Bu sorunu ¢6zmek igin,
kelime vektorlerine, kelimenin ciimle igindeki konumunu belirten
bir Konumsal Kodlama (Positional Encoding) vektorii eklenir. Bu
vektorler, sinilis ve kosiniis fonksiyonlar1 kullanilarak deterministik
bir sekilde tiretilir.

Scaled Dot-Product Attention: Q, K, V Vektorleri

Transformer''n  kalbi, Scaled Dot-Product Attention
mekanizmasidir. Bu mekanizma, bir climlenin islenmesi sirasinda,
modelin hangi kelimelere daha fazla "dikkat etmesi" gerektigini
Ogrenmesini saglar. Her kelime vektorti i¢in ti¢ farkli vektor tiiretilir:

e Query (Sorgu - Q): Mevcut kelimenin, ciimlenin diger
kelimelerinden bilgi arayan temsilidir. "Ben neyim ve ne
artyorum?" sorusunu sorar.

e Key (Anahtar - K): Cilimlenin diger kelimelerinin,
sorguyla eslesmek icin sundugu "etiket" veya "anahtar"
temsilidir. "Ben ne tiir bir bilgi sunuyorum?" sorusunu
temsil eder.

e Value (Deger - V): Ciimlenin diger kelimelerinin asil
igerik temsilidir. "Eger benimle eslesirsen, sana bu bilgiyi
verecegim" der.

Dikkat mekanizmas1 su adimlarla ¢alisir:
e Skor Hesaplama: Her bir sorgu (Q) vektori, diger tiim
anahtar (K) vektorleriyle noktasal ¢carpim (dot product)
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islemine tabi tutulur. Bu, sorgunun her bir anahtarla ne
kadar uyumlu oldugunu 6l¢en bir skor iiretir.

e Olgeklendirme (Scaling): Gradyanlarin ¢ok biiyiimesini
veya kiiclilmesini 6nlemek i¢in bu skorlar, anahtar/sorgu
vektorlerinin boyutunun (d_k) karekokiine boliiniir.

e Softmax: Olgeklenmis  skorlar  bir  Softmax
fonksiyonundan gegirilir. Bu, tiim skorlar1 toplami 1 olan
pozitif olasilik degerlerine (dikkat agirliklart) dontistiirtir.
Yiiksek bir skor, o kelimeye daha fazla dikkat edilecegi
anlamina gelir.

o Cikti: Deger (V) vektorleri, bu dikkat agirliklariyla
carpilarak toplanir. Bu, dikkat mekanizmasinin ¢iktisini
olusturur; bu cikti, orijinal kelimenin, climlenin geri
kalanindan gelen baglamsal bilgilerle zenginlestirilmis
yeni bir temsilidir.

Multi-Head Attention: Coklu Perspektifler

Tek bir dikkat mekanizmasi, bir kelimenin digerleriyle olan
iliskisini tek bir acidan degerlendirir. Ancak bir kelimenin farkli
kelimelerle farkli tiirde iligkileri olabilir (6rnegin, anlamsal,
s0zdizimsel vb.). Multi-Head Attention (Cok Baslikli Dikkat), bu
sorunu ¢ozmek icin Q, K ve V vektorlerini birden ¢ok (orijinal
makalede 8) farkli "temsil alt uzayma" lineer olarak yansitarak
dikkat mekanizmasini paralel olarak birden ¢ok kez calistirir. Her bir
"bas" (head), farkli bir iliski tiiriinii 6grenme firsat1 bulur. Son olarak,
bu paralel baslarin c¢iktilar1 birlestirilir ve tekrar bir lineer
projeksiyondan gecirilerek nihai ¢ikt1 olusturulur. Bu, modelin ayni
anda farkl tiirdeki baglamsal iliskileri yakalamasina olanak tanir.

Diger Katmanlar: Add & Norm ve Feed-Forward

Her bir Transformer katmani, Multi-Head Attention

mekanizmasinin yani sira iki 6nemli alt katman daha igerir:
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Add & Norm (Ekle ve Normallestir): Her bir alt katmanin
(Multi-Head Attention ve Feed-Forward) c¢iktisi, alt
katmanin girdisiyle toplanir. Bu, residual connection
(artik baglant1) olarak bilinir ve agn daha derin
katmanlara gradyan akisini kolaylastirarak ¢ok daha
derin modellerin egitilmesini saglar. Bu toplama
isleminin ardindan, katman ¢iktisini stabilize etmek i¢in
bir Layer Normalization (Katman Normalizasyonu)
adimi1 uygulanir.

Position-wise Feed-Forward Network (FFN): Her
pozisyondaki kelimenin temsiline bagimsiz olarak
uygulanan, iki lineer doniisiim ve aralarinda bir ReLU
aktivasyon fonksiyonu igeren basit bir ileri beslemeli
sinir agidir.

Decoder Yapisi ve Maskeleme

Decoder yapisi, Encoder'a ¢cok benzer, ancak iki temel farki

vardir;

Masked Multi-Head Attention: Decoder, bir sonraki
kelimeyr  tahmin  ederken  gelecek  kelimeleri
gormemelidir. Bu nedenle, dikkat mekanizmasinin
Softmax adimindan 6nce, gelecek pozisyonlara karsilik
gelen skorlar eksi sonsuz (-inf) ile maskelenir. Bu,
modelin sadece ge¢mis kelimelere dikkat etmesini saglar.

Encoder-Decoder Attention: Decoder'daki ikinci dikkat
katmani, Encoder y1giminin ¢iktisini (K ve V vektorleri)
ve bir 6nceki Masked Multi-Head Attention katmaninin
ciktisimm  (Q vektorleri) alir. Bu, Decoder'in g¢ikt1
climlesini tretirken girdi climlesinin ilgili kisimlarina
odaklanmasin1 saglar.
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Bu karmasik ama son derece etkili yapi, Transformer't
NLP'de bir devrimin merkezi haline getirmis ve Biiyiik Dil
Modelleri ¢cagina giden yolu agmustir.

Biiyiik Dil Modellerinin (LLM) Dogusu: Ol¢eklenmenin Giicii

Biiyilik Dil Modelleri (LLM) ¢ag1, temel olarak Transformer
mimarisinin farkli felsefelerle uygulandig iki ana akim etrafinda
sekillendi (Brown & ark.,2020:24):

GPT (Generative Pre-trained Transformer) Serisi:
OpenAl  tarafindan  gelistirilen  bu  modeller,
Transformer'in yalnizca Decoder kismini kullanir. Temel
gorevleri, bir metin dizisi verildiginde bir sonraki
kelimeyi tahmin etmektir (P(kelime n | kelime 1, ...,
kelime {n-1})). Bu otoregresif yapi, onlar1 metin iiretme,
Ozetleme, ¢eviri gibi liretken gorevlerde dogal olarak ¢ok
basarili kilar. GPT modelleri, tek yonlii (unidirectional)
bir dikkat mekanizmas1 kullanir; yani bir kelimeyi tahmin
ederken sadece ondan oOnce gelen kelimelere dikkat
edebilir (Radford & ark, 2018:12).

BERT (Bidirectional Encoder Representations from
Transformers) (Devlin & ark, 2019:15) ve Tiirevleri:
Google tarafindan gelistirilen BERT, Transformer'in
yalnizca Encoder kismini kullanir. GPT'nin aksine,
BERT cift yonlii (bidirectional) bir yapiya sahiptir; yani
bir kelimenin temsilini olustururken hem ondan o6nce
hem de sonra gelen kelimeleri dikkate alir. Bu, modelin
derin bir baglamsal anlayis gelistirmesini saglar. BERT,
iki zekice gorev lizerinde on-egitilmistir:

Maskeli Dil Modeli (Masked Language Model - MLM):
Girdi ciimlesindeki kelimelerin yaklasik %15' rastgele
olarak 6zel bir [MASK] tokeni ile degistirilir ve modelin
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bu maskelenmis kelimeleri climlenin geri kalanina
bakarak tahmin etmesi istenir.

e Sonraki Ciimle Tahmini (Next Sentence Prediction -
NSP): Model, iki cliimle alir ve ikinci ciimlenin, ilk
climlenin metin i¢inde gergekten devami olup olmadigini
tahmin eder. Bu, modelin ciimleler arasi iliskileri
Ogrenmesine yardimet olur.

Bu cift yonlii dogasi, BERT'i metin siniflandirma, soru-
cevap, duygu analizi gibi anlama (understanding) odakli gorevlerde
son derece giiclii kilmistir.

Yeni Paradigma: On-Egitim, Ince Ayar ve Komut Verme

LLM'ler, temel modeller (foundation models) olarak bilinen
yeni bir konsepti popiilerlestirmistir. Bu modeller, internetin devasa
bir kesitinden (trilyonlarca kelime) gelen metin verileri {izerinde,
genellikle yiizlerce veya binlerce GPU kullanilarak haftalar veya
aylar siiren bir On-egitim (pre-training) siirecinden gecirilir. Bu
stire¢, modele dilin gramerini, s6zdizimini, anlamsal iliskilerini ve
diinya hakkinda genis bir olgusal bilgiyi dgretir.

Bu devasa 6n-egitilmis model daha sonra, cok daha az veri
ve hesaplama giicii ile belirli gorevlere uyarlanabilir. Bu
adaptasyonun iki ana yolu vardir:

e Ince Ayar (Fine-Tuning): Model, daha kiiciik ve belirli bir
goreve Ozel (Ornegin, tibbi rapor analizi, hukuki metin
siniflandirma vb.) etiketli bir veri seti lizerinde kisa bir
siire daha egitilir. Bu siirecte, modelin agirliklar1 yeni
goreve daha iyi uyum saglayacak sekilde hafifce
giincellenir. Bu, On-e8itime kiyasla c¢ok daha az
maliyetlidir.

e Komut Verme (Prompting): Ozellikle GPT-3 gibi ¢ok

biiyiilk modellerin ortaya ¢ikmasiyla, modellerin higbir
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agirlik gilincellemesi yapmadan, sadece dogru bir dogal
dil komutu (prompt) verilerek yeni gorevleri yerine
getirebildigi goriildi. Bu yaklasima baglam-i¢i 6grenme
(in-context learning) denir. Komutta hi¢ Ornek
verilmiyorsa "zero-shot", birka¢ o6rnek veriliyorsa "few-
shot" O6grenme olarak adlandirilir. Bu yontem, model
adaptasyonunu daha da kolaylastirarak gilicli NLP
yeteneklerine erisimi demokratiklestirmis ve yapay zeka
alaninda yeni bir inovasyon dalgasi baslatmustir.

Akilli Yardimcilar ve Otonom Sistemler: Ajanlar (Agents)

Biiyiikk Dil Modelleri (LLM), metin anlama ve {iretme
konusunda insaniistii bir yetkinlige ulagmis olsalar da, temel bir
kisithiliga sahiptirler: pasif ve kapali bir sistem olmalari. Bir LLM,
yalnizca egitim verisinde bulunan bilgiyle sinirhidir (bu durum
knowledge cutoff olarak bilinir) ve dis diinya ile anlik, dinamik bir
etkilesime gecemez. Bir soruyu yanitlarken en giincel bilgilere
erisemez, bir e-posta gonderemez, bir hesaplama yapamaz veya bir
web sitesinden rezervasyon yapamaz. Bu modeller, ne kadar bilgili
olurlarsa olsunlar, birer "bilgi kaynagi" veya "metin islemcisi"
olmaktan oOteye gecemezler; birer "eylemci" degillerdir. NLP
evriminin giiniimiizdeki en heyecan verici ve en hizli gelisen
asamasi, bu durumu degistirmeyi amaglayan Ajanlar (Agents)
konseptidir (Ya0,2022:33).

Ajan Kavram: Akil Yiiriiten ve Ara¢c Kullanan Sistemler

Bir yapay zeka ajani, belirli bir hedefi gerceklestirmek i¢in
cevresini algilayan, kararlar alan ve eylemlerde bulunan otonom bir
varliktir. LLM tabanli ajanlar, bu konsepti bir iist seviyeye tasir. Bu
ajanlar, LLM' bir akil yiiriitme motoru (reasoning engine) veya
"beyin" olarak kullanarak, karmasik gorevleri yerine getirmek icin
bir dizi harici arag (tool) kullanir. Bu yaklagim, LLM'in dil anlama,
planlama ve problem ¢6zme yeteneklerini, gergek diinya ile

--141--



etkilesime gecebilen somut eylemlerle birlestirir. Bu araglar ¢ok

cesitli olabilir:

Bilgi Aracglari: Web arama motorlar1 (Google, Bing),
Wikipedia API'leri.

Hesaplama Araglari: Kod yorumlayicilar1 (Python, R),
hesap makineleri.

Yazilim Kontrol Araglari: Web tarayicilari, e-posta
istemcileri, takvim uygulamalari.

Fiziksel Diinya Araglari: Robotik kollar, akilli ev
cihazlari, dronlar.

Ajan Déngiisii: ReAct ve Otesi

Bir ajanin temel caligma dongiisii, genellikle Diisiince-
Eylem-Gozlem (Thought-Action-Observation) prensibine dayanir.
Bu alandaki en popiiler ve temel ¢ercevelerden biri olan ReAct
(Reason + Act) , bu dongiiyii su sekilde yapilandirir (Ya0,2022:33):

Diisiince (Thought): Ajan, kendisine verilen nihai hedefi
(6rnegin, "En yakin ve en yiiksek puanli Italyan
restoranindan bu aksam igin iki kisilik yer ayirt") ve o
anki durumu analiz eder. LLM, hedefe ulagmak i¢in bir
plan olusturur ve atmasi gereken bir sonraki adimi
belirler. Ornegin, "Once konumumu bulmali, sonra
yakindaki Italyan restoranlarini aramali, puanlarini
karsilagtirmali ve en iyisi i¢in rezervasyon yapmaliyim.
[lk adm: Konumumu bulmak igin bir arag
kullanmaliyim." diye diisiiniir.

Eylem (Action): Ajan, diisiindiigii adimi gerceklestirmek
icin uygun bir araci secer ve gerekli parametrelerle
cagirir. Ornegin, get_current_location() gibi bir eylemde
bulunur.
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e (Gozlem (Observation): Ara¢ calistirilir ve sonucu
(6rnegin, "Konum: 41.015, 28.979") ajana bir gozlem
olarak geri dondiirtiliir. Bu gozlem, bir web aramasinin
sonucu, bir API'nin yanit1 veya bir kodun ¢iktis1 olabilir.

Ajan, bu yeni gézlem bilgisini alarak dongiiniin basina doner.
Yeni bir "diisiince" adimmiyla durumu tekrar degerlendirir
("Konumumu 6grendim. Simdi bu konuma yakin Italyan
restoranlarini aramak i¢in Google Haritalar aracin1 kullanmaliyim.")
ve bu dongiiyli, nihai hedefe ulasana kadar tekrar tekrar calistirir. Bu
basit dongii, ajanlara daha Once miimkiin olmayan yetenekler
kazandirir:

e Bilgi Sinirliligin1 Agma: Web arama araglarini kullanarak
en giincel bilgilere erisebilirler.

e Fiziksel ve Dijital Eylemler: API'ler araciligiyla e-posta
gonderebilir, takvime etkinlik ekleyebilir, online aligveris
yapabilir veya akilli ev cihazlarini kontrol edebilirler.

e Karmasik Problem Cozme: Bir gorevi alt adimlara
ayirabilir, her adim i¢in farkli araglar kullanabilir ve
sonuglar1 birlestirerek nihai ¢éziime ulasabilirler.

Zorluklar ve Gelecek Yonelimler

Ancak ajan teknolojisi heniiz baslangic asamasindadir.
Giivenilirlik, uzun vadeli planlama yapma, hata yOnetimi ve
giivenlik gibi konularda asilmast gereken Onemli zorluklar
bulunmaktadir. Bir ajanin yanlis bir aract kullanmasi, bir API'yi
hatal1 cagirmasi veya bir dongiiye girerek kaynaklari tiiketmesi olasi
risklerdir. Ayrica, bir ajana finansal islemler yapma veya kisisel
verilere erisme yetkisi vermenin getirecegi giivenlik ve gizlilik
sorunlar1 da dikkatle ele alinmalidir.

Buna ragmen ajanlar, yapay zekanin pasif bilgi

saglayicilardan, hedeflerimizi anlayan ve bizim adimiza gorevleri
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yerine getiren proaktif ortaklara doniisme potansiyelini temsil
etmektedir. Bu, NLP'nin sadece dili anlamakla kalmayip, dil
araciligryla diinyay1 etkileme hedefine ulastigi yeni bir evrimsel
sigramadir.

Evrimin Ozeti: Vektorlerden Ajanlara

Bu béliim boyunca, Dogal Dil isleme'nin (NLP) kelimelerin
basit sayisal temsillerinden, karmasik gorevleri otonom olarak
yerine getirebilen akilli ajanlara uzanan evrimsel yolculugunu
inceledik. Bu seriiven, birbiri iizerine insa edilen ve her biri bir
oncekinin sinirlarini agsan teknolojik kirilimlarla doludur:

e Word Embedding ile kelimelere anlamsal derinlik
kazandirdik ve onlart matematiksel bir uzayda temsil
edilebilir kildik.

e RNN ve LSTM ile dilin sirali dogasin1 modellemeyi
ogrendik, ancak uzun vadeli bellek ve paralellestirme
sorunlartyla karsilastik.

e Transformer mimarisi, dikkat mekanizmasi sayesinde
paralel isleme devrimi yaratarak uzun vadeli bagimlilik
sorununu ¢ozdii ve 6lceklenmenin kapilarini araladi.

e Bu odlgeklenme, internetin kolektif bilgisini 6ziimseyen
Biiyiik Dil Modelleri'nin (LLM) dogusuna yol actt ve
"On-egitim ve adaptasyon" paradigmasini standart hale
getirdi.

e Son olarak, Ajanlar konsepti, bu modelleri pasif bilgi
kaynaklarindan, akil yiirliten, plan yapan ve araglar
kullanarak diinyayla etkilesime gecen aktif eylemcilere
dontistiirmeye basladi.

Geldigimiz noktada, yapay zeka artik sadece metinleri
anlamakla kalmiyor, ayn1 zamanda bu anlayis1 kullanarak planlama
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yapabiliyor, araclar kullanabiliyor ve hedeflere ulasabiliyor. Bu,
insan-bilgisayar etkilesiminin dogasmni temelden degistirme
potansiyeline sahip bir paradigma degisimidir.

Gelecek Perspektifi: Ufuktaki Yeni Sicramalar

Ancak bu yolculuk heniiz bitmedi. NLP ve yapay zeka
ajanlarinin gelecegi, mevcut yeteneklerin daha da Gtesine uzanan
heyecan verici arastirma alanlarina isaret etmektedir. Ufukta beliren
bir sonraki biiyiik sigramalar sunlardir:

Multimodalite ve Embodiment: Mevcut ajanlar biiyiik
Olclide metin tabanli ¢alismaktadir. Gelecegin ajanlari,
metnin yan1 sira goriintiileri, sesleri, videolar1 ve diger
sensor verilerini de biitlinsel olarak anlayip igleyebilen
multimodal sistemler olacaktir. Bir kullanicinin
gosterdigi  bir resimdeki nesneyi anlayan, o nesne
hakkinda internette arastirma yapan ve bulgularini sesli
olarak Ozetleyen bir ajan hayal edebiliriz. Bunun bir
sonraki adimi ise bedenlenmis yapay zeka (embodied
Al), yani bu multimodal anlayis1 fiziksel bir bedende
(robot) birlestirmektir. LLM'leri birer beyin olarak
kullanan robotlar, dilsel komutlar1 anlayarak fiziksel
gorevleri yerine getirebileceklerdir. "Mutfaktan bir elma
getir" gibi bir komutu anlayan, mutfagin nerede oldugunu
bilen, elmay1 diger meyvelerden ayirt edebilen ve onu
giivenli bir sekilde getiren bir robot, artik bilim kurgu
olmaktan ¢ikip ulasilabilir bir hedef haline gelmektedir.

Gelismis Akil Yiiriitme ve Diinya Modelleri: Giinlimiiz

ajanlari, basit ve kisa vadeli gorevlerde basarili olsalar da,

karmagik, ¢ok adimli ve uzun vadeli planlama gerektiren

hedeflerde zorlanabilmektedir. Gelecekteki arastirmalar,

ajanlarin daha saglam akil yiiriitme, soyut diisiinme,

nedensellik kurma ve karsilastiklart beklenmedik
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durumlara adapte olma yeteneklerini gelistirmeye
odaklanacaktir. Bu, LLM'lerin sadece metinsel kaliplari
o0grenmekle kalmayip, diinyanin nasil isgledigine dair
daha tutarli ve saglam igsel diinya modelleri (internal
world models) olusturmasin1 gerektirecektir. Bu, daha
giivenilir ve otonom sistemlerin 6niinii agacaktir.

e Sosyal ve Isbirlikci Ajanlar: Gelecegin yapay zeka
sistemleri, tekil gorevleri yerine getiren izole varliklar
olmaktan ¢ikip, hem insanlarla hem de diger ajanlarla
karmagik sosyal ortamlarda isbirligi yapabilen varliklar
haline gelecektir. Coklu ajan sistemleri (multi-agent
systems), karmasik bir problemi ¢ézmek icin birlikte
calisan, iletisim kuran, miizakere eden ve ortak bir hedefe
ulasan uzmanlagsmis ajanlardan olusabilir. Bu, bilimsel
kesiflerden karmagsik lojistik operasyonlarina kadar
bir¢ok alanda devrim yaratma potansiyeline sahiptir.

Sonug olarak, NLP'nin vektorlerden ajanlara uzanan evrimi,
yapay zekanin sadece diinyay1 anlamakla kalmayip, ayn1 zamanda
onunla anlamli ve hedefe yonelik bir sekilde etkilesime girme
arayisinin bir yansimasidir. Oniimiizdeki yillar, bu etkilesimin daha
da derinlestigi, daha yetenekli, daha otonom ve hayatimizin her
alanina entegre olmus yapay zeka sistemlerine taniklik edecektir.
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BOLUM 8

Tiirkce Haber Metinlerinde Metin Siniflandirma
Yaklasimlarinin Kronolojik Karsilastirmasi

SUKRU EVRAN!
RECEP OZDAG?
Giris
Dijital c¢agda fiiretilen metin verilerinin hacmi her yil
katlanarak artmakta; bu durum, verilerin islenmesi, siniflandirilmasi
ve anlamlandirilmasina yonelik etkili yontemlere olan ihtiyaci
artirmaktadir. Metin smiflandirmasi, dijital belgelerin igeriklerine
gore onceden tanimlanmig kategorilere ayrilmasi siireci olup, bilgi
erisimi, kurumsal belge yonetimi, sosyal medya analitigi ve haber
akisinin takibi gibi bir¢ok alanda merkezi bir rol oynamaktadir
(Sebastiani, 2002). Metin temsillerinin niteligi ve kullanilan
simiflandirma  algoritmalarmin  kapasitesi, bu  sistemlerin
dogrulugunu dogrudan etkilemektedir. Bu nedenle literatiirde
sunulan g¢esitli yontemler, metnin baglamsal yapisim1 daha iyi
yansitan temsiller liretmeyi ve siniflandirma performansini artirmayi
amaclamistir.

! Van Yiiziincii Y1l Universitesi, Yapay Zeka ve Robotik Anabilim Dali, Orcid:
0009-0009-7767-1295
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Metin smiflandirma alanindaki yontemlerin gelisimi genel
olarak iic ana donemde ele alinmaktadir: istatistiksel yontemler,
klasik makine Ogrenmesi yaklasimlart ve derin Ogrenme ile
Transformer tabanlt modern dil modelleri. Asagidaki alt bagliklarda
bu gelisimin tarihsel seyri 6zetlenmektedir.

Istatistiksel Yontemler ve Naive Bayes

Metin madenciliginin erken donemlerinde Naive Bayes
(NB), basitligi ve hesaplama verimliligi sayesinde en yaygin
kullanilan siniflandirict olmustur (Sebastiani, 2002). NB, kelimeler
arasindaki iligkileri kosullu bagimsizlik varsayimiyla basitlestirerek
her kelimenin sinif kogullu olasiligini ayr1 ayr1 degerlendirmektedir.
Bu varsayim dilin dogal yapisiyla tam olarak ortiismese de yiliksek
boyutlu metin uzayinda NB’nin beklenenden 1iyi performans
gosterdigi ¢esitli caligmalar tarafindan rapor edilmistir (Domingos &
Pazzani, 1997). Egitim siirecinin yalnizca terim frekanslarina
dayanmasi, NB’yi hafif ve hizli bir yontem haline getirmis ve uzun
yillar boyunca temel bir karsilastirma modeli olarak kullanilmasini
saglamistir (Rennie & ark., 2003).

Bununla birlikte NB, kelimeler aras1 bagimliliklarin
belirleyici oldugu durumlarda sinirlt basar1 gostermektedir (Lewis,
1998). Ekonomi haberlerinde “borsa”, ‘“hisse”, “piyasa” gibi
terimlerin birlikte ortaya ¢ikma ihtimali yliksek olmasina ragmen
NB bu iligkileri dogrudan modelleyemez. (Yang & Liu, 1999) ,
(Joachims, 1998) tarafindan yapilan karsilastirmali ¢alismalar, veri
seti genisledikce NB’nin daha gelismis yoOntemlerin gerisinde
kaldiginm1 gostermistir. Buna ragmen NB, kiiciik veri setleri veya ¢cok
yiiksek boyutlu temsil uzaylarinda halen makul bir temel seviye
yontem olarak kullanilmaktadir (McCallum & Nigam, 1998). Bu
calismada da NB, istatistiksel donemin temsilcisi olarak
degerlendirmeye dahil edilmistir.
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Klasik Makine Ogrenmesi Yaklasimlari: TF-IDF ve SVM

1990'larin sonu ve 2000'lerin basi, metin smiflandirma
alaninda daha gelismis 6zellik ¢ikarim teknikleri ile gii¢lii denetimli
o0grenme algoritmalarinin kullanildigr bir donemdir. Bu donemde
TF-IDF (Salton & Buckley, 1988) gibi agirliklandirma yontemleri
standart hale gelmis; sozciiklerin hem belge i¢indeki sikligini1 hem
de tiim korpustaki ayirt ediciligini dikkate alan temsiller iiretmistir.

Bu temsiller iizerinde etkili bi¢imde c¢alisgan Destek Vektor
Makineleri (SVM), yiiksek boyutlu ve seyrek metin verisinde
sagladigi basari ile 6ne ¢ikmistir. SVM, siniflar arasindaki ayrimi
maksimize eden hiperdiizlemi hedefler ve asiri uyuma karsi direngli
yapisiyla genis veri setlerinde yiiksek dogruluk saglamistir
(Joachims, 1998). (Yang & Liu, 1999) calismalarinda, SVM’nin
yeterli egitim verisi ile NB gibi daha basit yontemlere kiyasla
belirgin performans {stlinliigli sagladigini gdstermistir. Reuters-
21578 gibi standart veri setlerinde %85’in iizerindeki dogruluklar,
bu yontemi uzun siire alanin referans yaklagimi haline getirmistir.

Bu donemde k-en yakin komsu, Naive Bayes, karar agaclari,
sinir aglart ve regresyon temelli yaklagimlar gibi farkli makine
ogrenmesi yontemleri metin smiflandirmada yaygin big¢imde
uygulanmistir (Yang & Liu, 1999). Ancak genel egilim, TF-IDF +
lineer SVM yapisinin performans, dogruluk ve hesaplanabilirlik
acisindan en istikrarli ¢6ziim olarak benimsenmesi yoniindedir.
Gilinlimiizde bile belirli veri kosullarinda (yiiksek boyut, sinirlt 6rnek
sayis1) bu yontemlerin rekabet¢i oldugu bilinmektedir (Kowsari &
ark., 2019).

Derin Ogrenme Tabanh Yaklasimlar

2010’lara gelindiginde artan hesaplama giicii ve biiyiik veri
havuzlarina erisimle birlikte derin 6grenme yaklasimlar: dogal dil
islemede genis yer bulmustur (Minaee & ark., 2021). Bu donemin en

onemli yeniligi, Ozellik ¢ikariminin tamamen otomatik hale
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gelmesidir. Word2Vec (Mikolov & ark.,, 2013) ve GloVe
(Pennington, Socher & Manning, 2014) gibi dagitik kelime
temsilleri, kelimeler arasindaki anlamsal iliskileri vektor uzayinda
yansitarak klasik temsillere gore daha giiclii bilgi saglamustur.

Bu gomme vektorlerini kullanan CNN (Kim, 2014) ve LSTM
tabanli modeller (Hochreiter & Schmidhuber, 1997) c¢esitli
simiflandirma gorevlerinde yiiksek dogruluk elde ederek derin
O0grenmenin  metin  siniflandirmadaki  potansiyelini  ortaya
koymustur. Ozellikle dikkat (attention) mekanizmasmin RNN
tabanli yapilara eklenmesiyle modeller, karar siirecinde metnin
onemli boliimlerine odaklanabilmis ve uzun metinlerdeki baglam
iliskilerini daha etkili yakalayabilmistir (Zhou & ark., 2016).

Transformer Mimarisi ve Onceden Egitilmis Dil Modelleri

2017 yilinda Transformer mimarisinin (Vaswani & ark.,
2017) tanitilmasi, dogal dil islemede 6nemli bir kirilma noktasi
olusturmustur. Bu mimari, tamamen dikkat mekanizmasina dayali
yapistyla kelimeler arasi iligkileri paralel olarak islemekte ve dilin
baglamsal Ozelliklerini gii¢lii bicimde temsil etmektedir. Bu
avantajlar sayesinde Transformer tabanli modeller kisa siirede pek
cok NLP gorevinde 6nceki yontemlerin yerini almistir.

Bu gelismenin ardindan onceden egitilmis biylik dil
modelleri 6nem kazanmustir. (Devlin & ark., 2019) tarafindan
gelistirilen BERT (Bidirectional Encoder Representations from
Transformers), iki yonlii baglam anlayis1 ve genis Olgekli 6n egitim
stratejileriyle birgok siniflandirma gorevinde onceki yaklasimlari
geride birakmistir. Bununla birlikte, bu tiir biiylik modellerin yiiksek
hesaplama gereksinimleri, model sikistirma ve bilgi damitma gibi
tekniklerin gelistirilmesine yol agmistir (Hinton, Vinyals & Dean,
2015). TinyBERT (Jiao & ark., 2020), bu dogrultuda biiyiik bir
ogretmen modelin bilgisini daha kiiclik bir 6grenci modele
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aktarmakta ve daha diisiik kaynak gereksinimiyle yliksek dogruluk
sunmaktadir.

Yontem

Bu boliimde, calismada kullanilan veri seti, uygulanan 6n
isleme adimlari, siiflandirma yontemleri ve model performansini
degerlendirmek i¢in  kullanilan  Olgiitler ayrintili  bigcimde
aciklanmaktadir. Amag, farkli donemleri temsil eden metin
siiflandirma yaklagimlariin hem dogruluk hem de hesaplama
verimliligi a¢isindan karsilastirilmasini saglamaktir.

1. Veri Seti

Bu calismada kullanilan veri seti, 2025 yilina ait toplam
55.000 Tiirkge haber metninden olusmaktadir. Her bir haber metni,
verilerin derlendigi ulusal haber ajansi sitelerinde Onceden
tanimlanmis 13 konu kategorisinden birine aittir. Bu kategoriler;
siyaset, spor, ekonomi, saglik, teknoloji, kiiltlir-sanat, egitim, diinya,
yerel, magazin, emlak, i3 diinyas1 ve trafik bagliklarindan
olugmaktadir. Haberler farkli ulusal kaynaklardan elde edildigi i¢in
metin uzunlugu, sozciik ¢esitliligi ve anlatim bigimi agisindan
heterojen bir yapi1 sergilemektedir.

Veri setinde yer alan bir haber metninin ortalama uzunlugu
yaklagik 80 kelime civarindadir. Tiim korpus dikkate alindiginda
toplam kelime sayis1 yaklasik 2 milyon diizeyindedir. Bu biiyiikliik,
hem klasik makine 6grenmesi yontemlerinin hem de derin 6grenme
tabanli modellerin egitimi i¢in yeterli bir 6rneklem sunmaktadir.

2. Egitim—Test Ayrimi

Modeller aras1 karsilastirmalarin adil ve tutarli bigcimde
yapilabilmesi amaciyla veri seti egitim ve test kiimelerine
ayrilmigtir. Verilerin %80°1 (44.000 haber) egitim, %20’si (11.000
haber) test amaciyla kullanilmistir. Egitim siireci icerisinde ayrica,
hiperparametre ayarlamalar1 ve erken durdurma mekanizmalarinin

--154--



uygulanabilmesi i¢in egitim verisinin %10’luk bir bdliimi
dogrulama kiimesi olarak ayrilmistir. Test kiimesi, modellerin nihai
performansinin  degerlendirilmesi amaciyla yalnizca bir kez
kullanilmustir.

3. On Isleme Adimlari

Tiirkce haber metinleri ilizerinde simiflandirma modelleri
egitilmeden once, metinlerin glriiltiiden arindirilmasi ve daha tutarl
bir temsil elde edilmesi amaciyla bir dizi 6n isleme adimi
uygulanmistir. Bu adimlar, 6zellikle Tiirk¢e’nin dilsel 6zellikleri
dikkate alinarak tasarlanmustir.

a. Tokenizasyon:

Haber metinleri kelime diizeyinde parcalanmis; noktalama
isaretleri ve semboller ayr1 tokenlar olarak ele alinmistir. Bu islem
Python programlama dili kullanilarak ve NLTK kiitiiphanesi
araciligiyla gergeklestirilmistir.

b. Kiiciik harfe doniistiirme:

Tirkge’de biiyiik/kiigiik harf farkliliklar1 anlamsal olarak
ayn1 kelimelerin ayr1 Ozellikler olarak degerlendirilmesine yol
acabildiginden, tim metinler kiigiik harfe donistiiriilmiistiir. Bu
islem sirasinda 6zellikle Tiirkge’ye dzgii “I/i” doniisiimiine dikkat
edilmistir.

c. Stop-word filtreleme:

Anlamsal katkis1 sinirli olan ve metin siiflandirma
performansina genellikle olumlu etki etmeyen sik kullanilan islevsel
kelimeler metinlerden cikarilmistir. Bu amacla Tiirkge stop-word
listesi kullanilmis ve yaklasik 100 kelime filtrelenmistir. Bu adim,
ozellikle TF-IDF tabanli temsillerde giiriiltiiniin azaltilmasina katki
saglamistir. Derin 6grenme modellerinde etkisi sinirli oldugundan bu
adim yalnizca klasik yontemlerde belirleyici olmustur.
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d. Noktalama ve say1 temizleme:

Virgiil, nokta, alint1 isaretleri gibi noktalama karakterleri
metinden kaldirilmigtir.  Sayisal ifadeler ise Ozgilil degerleri
korunmadan genel bir <sayr> tokeni ile temsil edilmistir. Bu
yaklasim, kelime frekanslarinin daha tutarli bicimde hesaplanmasini
amaclamaktadir.

e. Kok ve govde ¢ozliimleme:

Tiirk¢e’nin eklemeli yapisi nedeniyle ayni kokten tlireyen
cok sayida kelime bi¢imi bulunabilmektedir. Bu ¢esitliligi azaltmak
ve Ozellik uzaymi daraltmak amaciyla kelimeler kok diizeyine
indirgenmistir. Bu islemde Zemberek Kiitiiphanesi kullanilmistir.
Zemberek, kelimelerin ¢ekim ve yapim eklerini ayirarak temel
sozliik bigimlerini tiretmekte ve Tiirkce dilbilgisine 6zgii kurallar
dikkate almaktadir (Akin & Akin, 2007). Kok indirgeme islemi
sonrasinda ortaya cikabilecek anlam kayiplari sinirh 6l¢iide manuel
olarak kontrol edilmistir. Bu adim, 6zellikle Naive Bayes ve SVM
modellerinde 6zellik sayisinin azaltilmasina ve 6grenme siirecinin
tyilestirilmesine katki saglamistir.

f.  Vektorlestirme:

On isleme admmlarinin ardindan elde edilen metinler,
siiflandirma modellerinin girdisi olacak sekilde sayisal vektorlere
doniistiiriilmiistiir. Naive Bayes ve SVM modelleri i¢in, koklenmis
kelimelerden olusan bag-of-words temsili TF-IDF agirliklaryla
kullanilmistir. Derin 6grenme tabanli modellerde ise vektorlestirme
islemi modelin kendi tokenizer ve gdbmme katmanlari araciligiyla
gergeklestirilmistir. Bu nedenle BERT ve TinyBERT modellerine
verilen metinler, ilgili modellerin sozliik ve tokenizasyon yapisina
uygun bi¢imde hazirlanmistir.

On isleme siireci tamamlandiktan sonra her bir haber metni,
ya TF-IDF tabanli bir kelime vektorii ya da derin Ogrenme
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modellerine uygun token kimlik dizisi seklinde temsil edilmistir. Bu
temsiller, bir sonraki asamada agiklanan siniflandirma modellerinin
egitimi ve degerlendirilmesinde kullanilmistar.

4. Smiflandirma Y Ontemleri

Bu calismada, metin siniflandirma alanindaki tarihsel
gelisimi  temsil edecek  sekilde dort farkli  yaklasim
degerlendirilmistir. Bu boliimde oOncelikle istatistiksel ve klasik
makine 6grenmesi yontemleri ele alinmakta; bir sonraki alt baslikta
ise Transformer tabanli derin 6grenme modelleri sunulmaktadir.

a. Naive Bayes:

Naive Bayes (NB), metin siniflandirma alaninda yaygin
olarak kullanilan en temel olasiliksal yaklagimlardan biridir. Bu
calismada, kelime frekanslarina dayali metin temsilleriyle uyumlu
olmas1 nedeniyle Multinomial Naive Bayes varyanti tercih
edilmistir. Model, Bayes teoremi g¢ercevesinde her bir smif i¢in
kelime dagilimlarin1 6grenmekte ve yeni bir belgenin ait oldugu
siifi, maksimum posterior olasiliga gore belirlemektedir.

Egitim asamasinda, her kategori i¢in egitim kiimesinde yer
alan kelimelerin frekanslar1 hesaplanmis ve bu frekanslar
kullanilarak smnif kosullu olasiliklar elde edilmistir. Siniflandirma
strecinde, bir belgedeki tiim kelimelerin ilgili smifta goriilme
olasiliklar1 birlestirilerek posterior olasilik hesaplanmistir. Sayisal
kararliligr saglamak amaciyla hesaplamalar logaritmik bicimde
gerceklestirilmis; sifir frekans problemine kars1 Laplace diizeltmesi
(Add-1 smoothing) uygulanmustir.

Naive Bayes modeli, belirgin bir hiperparametre ayarlamasi
gerektirmediginden ek optimizasyon yapilmaksizin egitilmis ve test
edilmistir. Hesaplama karmasikliginin diisiik olmasi ve egitim
stiresinin kisa olmasi nedeniyle bu yontem, calismada istatistiksel
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donemi temsil eden bir taban ¢izgisi (baseline) olarak
degerlendirilmistir.

b. TF-IDF + SVM:

Ikinci yaklasim olarak, klasik makine Ogrenmesi
yontemlerini temsil eden TF-IDF tabanli SVM modeli kullanilmistir.
Bu modelde her bir haber metni, kok indirgeme islemi uygulanmis
kelimelerden olusan TF-IDF agirlikli bag-of-words temsili ile
vektorlestirilmistir. Egitim korpusunda yer alan benzersiz kok sayisi
dikkate alindiginda, 6zellik uzayi yaklasik 50.000 boyutlu seyrek bir
yapi sergilemektedir.

Bu yiiksek boyutlu veri iizerinde siniflandirma igin lineer
cekirdekli SVM tercih edilmistir. Cok sinifli problem, one-vs-rest
stratejisi kullanilarak ele alinmis; her sinif i¢in ayr1 bir karar siniri
ogrenilmistir. Uygulamada, bliylik ve seyrek veri yapilarinda
verimliligi nedeniyle scikit-learn kiitiiphanesinin LinearSVC
implementasyonu kullanilmistir.

SVM modelinin diizenleme katsayis1 C, egitim verisi
izerinde 5 katli capraz dogrulama ile belirlenmistir. En 1yi
performans, yaygin olarak kullanilan C = 1.0 degeri ile elde
edilmistir. Egitim silirecinde model, smiflar arasindaki ayrim
maksimize eden hiper diizlemleri 6grenmis; test asamasinda her bir
haber metni i¢in iiretilen karar fonksiyonlar1 karsilastirilarak en
yiiksek skoru veren sinif tahmin edilmistir.

TF-IDF + SVM yaklagimi, derin 6grenme yontemleri 6ncesi
donemde metin siiflandirma alaninda uzun siire referans yontem
olarak kabul edilmis; 6zellikle yliksek boyutlu ve siirli 6rnek
sayisina sahip veri setlerinde istikrarli performansiyla 6ne ¢ikmustir.
Bu calismada da, klasik makine 6grenmesi paradigmasini temsil
eden giiclii bir karsilastirma modeli olarak degerlendirmeye dahil
edilmistir. Bu yonleriyle model, derin 6grenme yontemleri i¢in giiclii
bir karsilastirma zemini sunmaktadir.
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c. Transformer Tabanli Modeller:

Klasik makine 6grenmesi yontemlerinin kelime frekanslarina
dayali temsillerle smirli  kalmasi, baglamsal iligkilerin
modellenmesinde Onemli kisitlar dogurmaktadir. Bu c¢alismada,
kelimeler arasi baglami dogrudan temsil edebilen modern
yaklasimlar1 degerlendirmek amaciyla Transformer tabanli iki
onceden egitilmis dil modeli kullanilmistir: BERT ve TinyBERT.
Her iki model de haber metinlerinin baglamsal temsillerini
ogrenmek {izere ince ayar (fine-tuning) siireciyle siniflandirma
gorevine uyarlanmstir.

BERT, cok katmanli Transformer kodlayici mimarisine
dayanan ve iki yonli baglam bilgisini ayn1 anda modelleyebilen
onceden egitilmis bir dil modelidir (Devlin & ark., 2019). Bu
caligsmada, Tiirk¢e’yi de kapsayan ¢ok dilli BERT (mBERT) modeli
kullanilmigti. mBERT, farkli dillerdeki Wikipedia metinleri
iizerinde egitilmis olup yaklasik 110 milyon parametreye sahiptir.

BERT modelinin haber siniflandirma goérevine uyarlanmasi
icin, modelin son katmanina 13 smifl1 bir yogunluk (dense) katmani
eklenmis ve softmax aktivasyonu ile siif olasiliklar1 elde edilmistir.
Ince ayar siirecinde, modelin tiim agirliklar1 veri setine 6zgii olarak
giincellenmigtir. Egitim sirasinda mini-batch yaklasimi kullanilmas;
ogrenme orani 2e-5 olarak belirlenmis ve egitim ii¢ epoch boyunca
stirdiiriilmiistii. Dogrulama kiimesinde kaybin iyilesmemesi
durumunda erken durdurma uygulanmistir.

BERT modeli, WordPiece tokenizasyonu kullanmakta olup
metinler alt-kelime birimlerine ayrilarak modele sunulmustur. Girdi
dizilerinin maksimum uzunlugu 256 token ile sinirlandirilmis; daha
uzun haber metinlerinde yalnizca ilk 256 token dikkate alinmistir.
Smiflandirma karari, giris dizisinin basina eklenen [CLS] tokenina
ait baglamsal temsil {izerinden verilmistir. Bu yap1 sayesinde model,
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haber metninin tamamindan elde ettigi bilgiyi tek bir vektor temsili
tizerinden siniflandirma siirecine aktarmaktadir.

TinyBERT, BERT modelinin bilgi damitma (knowledge
distillation) yontemiyle kii¢iiltiilmiis bir versiyonu olup, daha diisiik
hesaplama maliyetiyle BERT’e yakin performans sunmayi
hedeflemektedir (Jiao & ark., 2020). Bu calismada, TinyBERT-6
olarak adlandirilan ve 6 Transformer katmanina sahip siiriim
kullanilmistir. Bu model, BERT’e kiyasla daha az parametre
icermesine ragmen benzer mimari prensiplere dayanmaktadir.

TinyBERT modeli de BERT ile benzer sekilde siniflandirma
gorevine uyarlanmis; son katmanina 13 sinifli bir ¢ikti katman
eklenerek ince ayar yapilmistir. Egitim silirecinde BERT ile ayni
O0grenme orani ve epoch sayisi kullanilmistir. Modelin daha kompakt
yapist sayesinde egitim siireci daha kisa siirmiis ve bellek
gereksinimi belirgin bicimde azalmstir.

Bilgi damitma yaklasimi sayesinde TinyBERT, 6gretmen
model olan BERT’in ara katman temsillerini ve ¢ikti dagilimlarini
ogrenerek daha kiiclik bir ag yapisinda benzer baglamsal bilgiyi
yakalamay1 amacglamaktadir. Bu 06zellik, TinyBERT’1 0zellikle
hesaplama kaynaklarinin sinirli oldugu senaryolarda veya gercek
zamanlt uygulamalarda tercih edilebilir bir alternatif haline
getirmektedir. Bu c¢alismada TinyBERT, dogruluk—verimlilik
dengesi acisindan  BERT  ile  karsilastirmali olarak
degerlendirilmistir.

5. Degerlendirme Metrikleri

Bu calismada kullanilan smiflandirma modellerinin
performansini  karsilastirmak amaciyla, hem smiflandirma
basariminit hem de hesaplama verimliligini yansitan cesitli dlgiitler
kullanilmigtir. Klasik smiflandirma basariminin degerlendirilmesi
icin dogruluk, kesinlik, duyarlilik ve F1-skoru hesaplanmigtir. Buna
ek olarak, modellerin pratik uygulanabilirligini degerlendirmek
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amaciyla egitim siiresi, ¢ikarim hizi ve bellek kullanimi gibi
hesaplama verimliligi kriterleri de incelenmistir.

Dogruluk (Accuracy), modelin dogru siniflandirdigi
orneklerin toplam ornek sayisina oranmi ifade ederek genel
simiflandirma basarisina iliskin 6zet bir gosterge sunmaktadir. Ancak
dogruluk tek basina smif bazli performansi yansitmakta yetersiz
kalabildiginden, daha ayrintili degerlendirme ig¢in kesinlik ve
duyarlilik 6l¢iitleri de dikkate alinmistir.

Kesinlik (Precision), modelin belirli bir smif i¢in yaptig
pozitif tahminlerin ne kadarinin ger¢ekte dogru oldugunu
gostermekte ve yanlis alarm orani hakkinda bilgi vermektedir.
Duyarlilik (Recall) ise gercek pozitif 6rneklerin ne kadarmin model
tarafindan dogru big¢imde yakalanabildigini ifade etmekte olup,
modelin kagirma egilimini yansitmaktadir. F1-skoru, kesinlik ve
duyarliligin harmonik ortalamasi olarak, bu iki Olgiit arasinda
dengeli bir degerlendirme sunmakta ve Ozellikle dengesiz veri
kiimelerinde daha giivenilir bir performans gostergesi olarak
kullanilmaktadir.

Bu metrikler her bir kategori i¢in ayr1 ayr1 hesaplanabildigi
gibi, genel performansi yansitmak amaciyla mikro veya makro
ortalama degerler iizerinden de raporlanabilmektedir. Bu ¢alismada,
sonuclar toplam dogruluk ve makro ortalama F1-skoru iizerinden
sunulmustur.

Siniflandirma bagarimina ek olarak, modellerin hesaplama
acisindan pratikligini degerlendirmek amaciyla egitim siiresi,
cikarim hiz1 ve bellek kullanimi Olgiitleri ele alinmistir. Egitim
stiresi, bir modelin egitiminin tamamlanmasi i¢in gereken toplam
zamani ifade ederken; ¢ikarim hizi, egitilmis bir modelin yeni haber
metinlerini siniflandirma hizin1 géstermektedir. Bellek kullanima ise,
ozellikle derin 6grenme tabanli modellerde 6nemli bir kisitlayici
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faktor oldugundan, egitim ve ¢ikarim agamalarinda kullanilan bellek
miktar dikkate alinarak degerlendirilmistir.

Bu olgiitler birlikte ele alindiginda, modeller yalnizca
dogruluk acisindan degil, dogruluk—verimlilik dengesi bakimindan
da karsilastirilabilmektedir. Bir sonraki boliimde, dort farkli modelin
deneysel sonuglar1 bu Olgiitler ¢ergevesinde ayrintili olarak
sunulacak ve karsilastirmali bigimde tartigilacaktur.

Bu bolimde tanimlanan  degerlendirme  olgiitleri
dogrultusunda, bir sonraki boliimde Naive Bayes, TF-IDF + SVM,
BERT ve TinyBERT modellerinin deneysel sonuglari karsilastirmali
olarak sunulacak ve her bir yaklasimin giiclii ve zayif yonleri
tartisilacaktur.

Deneysel Sonuclar

Bu boliimde, onceki kisimlarda tamitilan dort metin
simiflandirma yontemi olan Naive Bayes, TF-IDF + Linear SVM,
TinyBERT ve BERT modellerinin, 55.000 Tiirk¢e haberden olusan
veri seti lizerindeki deneysel sonuglari sunulmaktadir. Veri seti
44.000 egitim ve 11.000 test 6rnegi olacak sekilde ikiye ayrilmis;
modeller makro ortalama dogruluk, kesinlik, duyarlilik ve F1-skoru
metrikleri kullanilarak degerlendirilmistir. Ayrica, modellerin pratik
uygulanabilirligini incelemek amaciyla egitim siiresi ve ¢ikarim
(inference) maliyeti de analiz edilmistir.

Dort modelin  test kiimesi iizerindeki smiflandirma
performanslar1 Tablo 1’de 6zetlenmistir. Tablo 1’e gore, en yiiksek
dogruluk ve F1-skorunun BERT modeline ait oldugu goriilmektedir.
BERT modeli yaklasik %79,6 dogruluk ve 0,700 Fl-skoru ile
caligmadaki en basarili yontem olmustur. Bu sonug, Transformer
tabanli modellerin Tiirk¢e haber siniflandirma goérevinde klasik
yontemlere kiyasla daha gii¢lii baglamsal temsiller iiretebildigini
gostermektedir.
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Tablo 1. Dért modelin siniflandirma performanslarinin

karsilastirtimasi
Dogruluk Kesinlik Duyarhhk
Model Adi (Accuracy) | (Precision) (Recall ) F1-Skoru
Naive Bayes 0,7257 0,6440 0,4292 0,4723
TF-IDF +
24 14 2
Linear SVM 0,79 0,73 0,6708 0,695
TinyBERT 0,7273 0,6252 0,5342 0,5348
BERT 0,7964 0,7280 0,6835 0,6997

TF-IDF + Linear SVM, BERT’e olduk¢a yakin bir
performans sergilemis; yaklasik %79,2 dogruluk ve 0,695 F1-skoru
elde etmistir. BERT ile SVM arasindaki fark, dogruluk agisindan
yaklagik 0,4 yiizde puan diizeyinde kalmistir.

Kesinlik ve duyarlilik degerleri birlikte degerlendirildiginde,
SVM modelinin kesinlik agisindan BERT’ten bir miktar daha
yiiksek, buna karsilik BERT ’in duyarlilik agisindan SVM’i gectigi
goriilmektedir. Bu durum, SVM’in daha temkinli (yanlis pozitifleri
azaltmaya egilimli), BERT in ise daha kapsayici (daha fazla gergek
pozitif yakalamaya odakli) bir siniflandirma davranisi sergiledigini
gostermektedir.

TinyBERT, dogruluk agisindan Naive Bayes’e olduk¢a yakin
bir deger elde etmis; ancak Fl-skoru bakimimdan Naive Bayes’i
belirgin bicimde geride birakmistir. TinyBERT’in 6zellikle
duyarhlik degerinin daha yiiksek olmasi, daha fazla gercek pozitif
ornegi dogru bicimde siniflandirabildigini géstermektedir.

Naive Bayes, diisiik duyarlilik degeri nedeniyle diger
yontemlerin gerisinde kalmakla birlikte, %72,6 dogruluk ile anlaml1
bir taban ¢izgisi (baseline) performansi sunmaktadir.

Modellerin yalnizca siniflandirma basarimi degil, hesaplama
maliyetleri acisindan da karsilastirilmasi gercek uygulamalar igin
kritik dneme sahiptir. Bu amacla, modellerin egitim siiresi, toplam
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cikarim stiresi ve ornek basina ¢gikarim siiresi 6l¢iilmiistiir. Sonuglar
Tablo 2’de sunulmaktadir.

Tablo 2. Modellerin egitim ve ¢ikarim siirelerinin karsilastirilmasi

Egitim Toplam Cikarim Ornek Basina
Model Ads Siiresi (sn) Siiresi (sn) Cikarim Siiresi (ms)
Naive Bayes 0,1411 0,0140 0,0012
TE-IDF +
Linear SVM 4,0036 0,0168 0,0014
TinyBERT
(6 katmanl) 2867,8482 80,6893 6,8888
BERT 5849,4863 162,2674 13,8536

Tablo 2’ye gore Naive Bayes ve SVM modelleri son derece
hizhidir. Naive Bayes modeli yaklasik 0,14 saniyede egitilmis ve
11.000 test 6rnegini 0,014 saniyede siniflandirmisti. SVM modeli
ise yaklasik 4 saniyelik egitim siiresi ile benzer bigimde diisiik
c¢ikarim maliyeti sunmaktadir. Her iki yontem de 6rnek basina
cikarim siiresi agisindan milisaniyenin ¢ok altinda degerler
iretmektedir.

TinyBERT, BERT’e kiyasla yaklasik iki kat daha hizli
caligmaktadir. TinyBERT in egitim siiresi yaklasik 2.868 saniye (=
47,8 dakika) iken, BERT in egitim siiresi yaklasik 5.849 saniye (=
1,62 saat) olarak Olciilmiistiir. Benzer sekilde, TinyBERT test
kiimesini 80,7 saniyede, BERT ise 162,3 saniyede siniflandirmistir.

Ornek basina ¢ikarim siireleri incelendiginde, TinyBERT ’in
yaklagik 6,9 ms, BERT’in ise 13,9 ms degerlerine sahip oldugu
goriilmektedir. Bu sonuglar, TinyBERT in BERT e gore belirgin bir
hiz avantaji sundugunu dogrulamaktadir.

Klasik yontemler ile derin 6grenme tabanli modeller
arasindaki hesaplama maliyeti farki oldukga biiyiiktiir. Ornek basina
cikarim siiresi acisindan, BERT in degeri Naive Bayes ve SVM’e
kiyasla yaklagik dort mertebe (=10.000 kat) daha yiiksektir. Bu
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durum, yiiksek hacimli veri akiglar1 veya kaynak kisitli ortamlar i¢in
model seciminin yalnizca dogruluk degil, hesaplama maliyeti
acisindan da degerlendirilmesi gerektigini gdstermektedir.

Sekil 1. Modellerin dogruluk, kesinlik, duyarlilik ve F1-skoru
karsilastirmasi

1.0
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Sekil 1, Naive Bayes’in temel bir baslangic noktasi
sundugunu; TF-IDF + Linear SVM ve BERT modellerinin genel
olarak daha dengeli ve yliksek performans sagladigini; TinyBERT in
ise dogruluk ag¢isindan klasik yontemlere yakin, F1-skoru acisindan
ise daha giiclii bir profil sundugunu gostermektedir.

Modellerin egitim siireleri logaritmik 6l¢ekte karsilastirmali
olarak Sekil 2’de gosterilmektedir. Logaritmik gosterim, klasik
yontemler ile Transformer tabanli modeller arasindaki hesaplama
maliyeti farkin1 daha agik bigimde ortaya koymaktadir. Bu fark,
derin modellerin sagladigi performans artisinin, uygulama
senaryosuna bagli olarak ek zaman ve donanim maliyetleriyle
dengelenmesi gerektigini gostermektedir.
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Sekil 2. Modellerin egitim ve ¢ikarim siirelerinin karsilastirilmast
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Tartisma

Bu c¢alismada elde edilen deneysel sonuglar, metin
simiflandirma yontemlerinin tarihsel evriminin, hem siniflandirma
basarimi1 hem de hesaplama maliyeti agisindan ne tiir kazanimlar ve
sinirhiliklar getirdigini agik bigcimde ortaya koymaktadir. Bulgular,
modern Transformer tabanli modellerin sagladigi dogruluk artiginin,
klasik yontemlerle karsilastirildiginda belirli kosullara bagli olarak
degerlendirilmesi gerektigini gostermektedir.

a. Derin Ogrenme Modellerinin Performans Kazanimi:

BERT modelinin dogruluk ve F1-skoru acisindan en yliksek
degerlere ulagmasi, Transformer tabanli dil modellerinin metin
smiflandirma  gorevlerinde sundugu gii¢lii baglamsal temsil
yetenegini desteklemektedir. BERT in ¢ift yonlii baglam1 ayni anda
isleyebilmesi ve genis 6lgekli ¢ok dilli bir korpus iizerinde dnceden
egitilmis olmasi, G6zellikle farkli konu kategorilerine sahip haber
metinlerinde daha tutarli ve dengeli genelleme yapabilmesini
saglamaktadir.
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Bununla birlikte, BERT’in klasik yontemlere kiyasla
sagladigi performans artisinin  siirli  ancak tutarli  oldugu
goriilmektedir. TF-IDF + Lineer SVM modeli ile karsilastirildiginda,
BERT yaklasik 0,4 yiizde puan daha yiiksek dogruluk ve 0,005
civarinda daha yiiksek F1-skoru sunmaktadir. Bu fark, akademik
karsilagtirmalar acgisindan anlamli olmakla birlikte, hesaplama
maliyetinin kritik oldugu bazi uygulama senaryolarinda klasik
yontemlerin tercih edilmesini diglamamaktadir.

b. Klasik Makine Ogrenmesinin Siiregelen Rekabet Giicii:

TF-IDF + Lineer SVM modeli, bu ¢alismada performans—
maliyet dengesi agisindan One ¢ikan yontemlerden biri olmustur.
BERT e oldukga yakin dogruluk ve F1-skoru degerleri elde ederken,
egitim ve ¢ikarim siireleri bakimindan ¢ok daha diisiik bir hesaplama
maliyeti sunmaktadir. Bu durum, SVM tabanli yaklagimlarin metin
siniflandirma alaninda uzun siire “state-of-the-art” olarak kabul
edilmesiyle uyumlu bir bulgudur.

Ozellikle TF-IDF temsillerinin yeterli ayirt ediciligi
sagladigi, wveri setinin orta Olgekli oldugu ve hesaplama
kaynaklarinin sinirli bulundugu senaryolarda, SVM’nin halen giiglii
ve pratik bir ¢6ziim sundugu goriilmektedir. Bu calisma, modern
derin 6grenme modellerinin yayginlasmasina ragmen, klasik makine
ogrenmesi yontemlerinin tamamen goz ardi edilmemesi gerektigini
nicel bulgularla desteklemektedir.

c. TinyBERT’in Gorece Sinirli Performansi:

TinyBERT modeli, bilgi damitma yaklasimi1 sayesinde
BERT’e yakin dogruluk degerlerini daha diisiikk hesaplama
maliyetiyle sunmayi hedeflemektedir. Ancak bu c¢aligmada
TinyBERT’in performansinin, beklendigi dl¢ciide SVM seviyesine
yaklagamadig1 gozlenmistir. TinyBERT, dogruluk agisindan Naive
Bayes’e yakin, F1-skoru acisindan ise Naive Bayes’ten daha iyi bir
sonug tiretmis; ancak TF-IDF + SVM modelinin gerisinde kalmastir.
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Bu durumun olas1 nedenleri arasinda, kullanilan TinyBERT
stirimiiniin Tiirk¢ce haber diline tam uyumlu olmamasi, ince ayar
asamasinda hiperparametrelerin BERT ve TinyBERT i¢in ayr1 ayri
optimize edilmemis olmasi ve bilgi damitma siirecinin dogrudan bu
veri seti iizerinde yeniden gergeklestirilmemis olmasi sayilabilir.
Buna ragmen TinyBERT, BERT e kiyasla yaklasik iki kat daha hizli
egitim ve cikarim siireleri sunarak, orta diizey performans ve orta
diizey maliyet gerektiren uygulamalar i¢in dengeli bir alternatif
olusturmaktadir.

d. Naive Bayes’in Taban Cizgisi Olarak Konumu:

Naive Bayes modeli, bu calismada esas olarak tarihsel ve
metodolojik bir taban ¢izgisi (baseline) olusturmak amaciyla
degerlendirilmistir. Sonuglar, Naive Bayes’in son derece hizl
egitilip calismasina karsin, diisikk duyarlilik ve F1-skoru nedeniyle
karmagsik ve ¢ok smifli haber siniflandirma goérevlerinde sinirh
kaldiginm1 gostermektedir.

Buna karsin, ¢ok az sayida 6rnekle hizli prototipleme
yapilmast gereken durumlarda veya donanim kaynaklarimin son
derece kisith oldugu ug¢ cihaz senaryolarinda, Naive Bayes hélen
uygulanabilir bir baglangi¢ yontemi olarak degerlendirilebilir.

e. Uygulama Senaryolarina Gore Model Se¢imi:

Elde edilen bulgular, model se¢iminin dogrudan uygulama
senaryosuna bagli oldugunu ortaya koymaktadir. En yiiksek
dogrulugun hedeflendigi ve yeterli GPU kaynaginin mevcut oldugu
arastirma  odakli veya gecikmeye toleransli  ¢evrimdisi
uygulamalarda BERT en uygun tercih olarak 6ne c¢ikmaktadir.
Uretim ortamlarinda hem yiiksek dogruluk hem de diisiik gecikme
gerektiren, biiylik hacimli haber akislarinin islendigi senaryolarda
ise TF-IDF + Lineer SVM pratik ve gilivenilir bir ¢oziim
sunmaktadir.
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Kaynaklarin daha siirli oldugu ancak modern mimarilere
yakin bir performansin arandigi durumlarda TinyBERT, hiz ve
dogruluk arasinda dengeli bir secenek olusturmaktadir. Son olarak,
cok diisik donanim gereksinimleri veya hizli prototipleme
hedeflendiginde, Naive Bayes diisiik maliyeti ve uygulama kolayligi
sayesinde uygun bir taban model olarak tercih edilebilir.

Sonug ve Gelecek Calismalar

Bu ¢alismada, 55.000 Tiirk¢e haber metninden olusan bir veri
seti Uizerinde, metin siniflandirma alanindaki tarihsel evrimi temsil
eden dort farkli yaklasim tek ve tutarli bir deneysel ¢erceve altinda
karsilastirilmistir. incelenen yontemler; Naive Bayes, TF-IDF +
Lineer SVM, BERT ve TinyBERT modellerinden olugmaktadir.
Karsilagtirmalar, yalnizca siniflandirma basarimi agisindan degil,
ayn1 zamanda hesaplama maliyeti ve pratik uygulanabilirlik
boyutlar1 da dikkate alinarak gerceklestirilmistir.

Elde edilen bulgular, Transformer tabanli BERT modelinin,
dogruluk ve Fl1-skoru agisindan en yiiksek performans: sagladiginm
gostermektedir. Bu sonug, dnceden egitilmis derin dil modellerinin,
Tiirk¢e haber siniflandirma gorevlerinde de giiclii ve genellenebilir
temsiller {iretebildigini ortaya koymaktadir. Bununla birlikte,
BERT’in sagladigi performans artiginin, klasik yontemlere kiyasla
siirlt ancak tutarl oldugu goriilmektedir.

TF-IDF + Lineer SVM yaklasimi, performans—maliyet
dengesi agisindan caligmanin en dikkat ¢ekici sonuglarindan birini
sunmaktadir. BERT e oldukca yakin dogruluk ve F1-skoru degerleri
elde edilirken, egitim ve c¢ikarim siirelerinin birka¢ biiyiikliik
mertebesi daha diisiik olmasi, bu yontemi pek ¢ok gergek diinya
uygulamasi ic¢in son derece cazip kilmaktadir. Bu bulgu, klasik
makine 6grenmesi yontemlerinin modern derin modellerin varligina
ragmen halen gii¢lii birer alternatif olabildigini géstermektedir.
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TinyBERT, beklenen o6l¢iide BERT performansina
yaklasamamakla birlikte, sagladig1 belirgin hiz kazanimi sayesinde
orta diizey performans—orta diizey maliyet gerektiren senaryolar i¢in
dengeli bir ¢oziim sunmaktadir. Daha agresif veya veri setine 6zgii
bilgi damitma stratejileriyle, TinyBERT ’in performansinin BERT e
daha da yaklastirilabilecegi degerlendirilmektedir.

Naive Bayes modeli ise bu ¢alismada tarihsel ve metodolojik
bir taban c¢izgisi (baseline) olarak onemli bir rol iistlenmektedir.
Diisiik duyarhilik ve Fl-skoruna ragmen, yiiksek hiz ve diisiik
hesaplama gereksinimi sayesinde, egitim amacli senaryolar veya
ciddi kaynak kisitlarinin bulundugu ortamlar i¢in anlamli bir
baslangi¢ noktast sunmaktadir.

Bu c¢alismanin dogal devami olarak asagidaki arastirma
yonleri ele alnabilir. Oncelikle, Tiirkge’ye o6zgii veya Tiirkge
agirlikli korpuslar iizerinde egitilmis Transformer modellerinin
(6rnegin  BERTurk) mBERT ile ayni deneysel kurgu altinda
karsilastirilmasi, dil uyumunun siniflandirma performansina etkisini
daha net bigimde ortaya koyacaktir. Ayrica, bu ¢alismada raporlanan
makro ortalama metriklerin 6tesine gegilerek, kategori bazli ayrintili
analizlerin yapilmasi; her bir haber kategorisi i¢in Fl1-skorlar1 ve
karigiklik matrislerinin incelenmesi, modellerin giiclii ve zayif
yonlerinin daha ayrintili bigcimde anlagilmasini saglayacaktir.

Bunun yam sira, veri boyutu ve smif dengesizligi gibi
faktorlerin sistematik olarak degistirilmesiyle, yontemlerin diisiik
veri veya dengesiz dagilim senaryolarindaki dayanikliliklar:
degerlendirilebilir. Son olarak, hibrit yaklagimlar ve ansambl
modeller, 6rnegin BERT tabanli temsillerin klasik siniflandiricilarla
birlestirilmesi veya birden fazla modelin birlikte karar verdigi
sistemler, dogruluk ve verimlilik agisindan umut vadeden arastirma
yonleri arasinda yer almaktadir.
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Sonug olarak bu ¢alisma, metin siniflandirma yontemlerinin
basit istatistiksel yaklasimlardan modern derin dil modellerine
uzanan gelisimini, tek bir Tiirk¢e haber veri seti iizerinde dogruluk—
hiz—kaynak kullanimi ekseninde kapsamli bigcimde ortaya
koymaktadir. Elde edilen bulgular, hem arastirmacilar hem de
uygulayicilar i¢in, farkli kullanim senaryolarinda hangi yaklasimin
tercih edilmesi gerektigine iliskin somut ve sayisal bir rehber
sunmaktadir.
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BOLUM 9

KULTUREL VERI MADENCILIGI VE TURKCE

POP MUZIKTE TEMATIK ORUNTU CIKARIMI:

MABEL MATIiZ DiSKOGRAFIiSi UZERINE BiR
MODEL ONERIiSI

Arzum KARATAS!

Giris

Miizik, insanlik tarihinin en eski iletisim bi¢imlerinden biri olmasimin yani sira,
kiiltiirel hafizanin, toplumsal doniisiimlerin ve bireysel duygu durumlarinin
kodlandig1 evrensel bir dildir. Ozellikle popiiler miizik, iiretildigi dénemin
sosyokiiltiirel dinamiklerini yansitmasi bakimindan, sosyal bilimler i¢in her zaman
zengin bir inceleme alani olmustur. Ancak dijitallesme ¢agiyla birlikte miizik
enddistrisinde iiretilen veri miktarinin (Biiylik Veri) devasa boyutlara ulagmasi,
sarki sozlerinin (liriklerin) incelenmesinde geleneksel ydntemleri yetersiz
kilmistir. Geleneksel "yakin okuma" (close reading) yontemleri, sinirhi sayida
metni derinlemesine analiz etmeye olanak tanirken; bir sanat¢inin tiim
diskografisindeki veya bir donemin tiim sarkilarindaki ortak Oriintiileri ortaya
¢ikarmakta sinirli kalmaktadir.

Bu baglamda Kiiltiirel Veri Madenciligi (Cultural Analytics), beseri bilimler ile
bilgisayar bilimlerini birlestiren disiplinler arasi bir yaklasim olarak One
¢tkmaktadir. Bu ¢alisma, Tirk pop miiziginin 6zgiin ve iiretken isimlerinden
Mabel Matiz’in sarki sozleri iizerinden, Dogal Dil Isleme (NLP) ve Makine
Ogrenmesi (ML) tekniklerinin lirik analizinde nasil kullanilabilecegini

! Dr. Ogr. Uyesi, Bandirma Onyedi Eyliil Universitesi, Bilgisayar Miihendisligi,
Orcid: 0000-0001-6433-3355
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modellemeyi amaglamaktadir. Sanat¢inin Maya, Gok Nerede gibi albiimlerinde
kullandig1 "Anadolu motifleri", "modern birey sancilar1", "agk" ve "varolus" gibi
temalarm, algoritmik yontemlerle (TF-IDF, LDA, Word2Vec) nasil tespit

edilebilecegi ve gorsellestirilebilecegi, bu boliimiin temel tartisma konusudur.

Calisma, yalnizca bir vaka analizi sunmakla kalmayip; Tiirk¢e gibi morfolojik
acidan zengin (eklemeli) dillerde metin madenciligi yapmanin zorluklarima ve
¢Oziim yollarina dair kapsamli bir metodolojik ¢erceve dnermektedir.

Kuramsal Cerceve ve Literatiir

Sarki sozlerinin bilgisayarli analizi, literatiirde “Lirik Madenciligi” olarak
adlandirilan ve Metin Madenciligi'min bir alt dali olan ¢alisma sahasina
girmektedir. Bu boliimde, ¢aligmada kullanilan temel algoritmalarin kuramsal
altyapisi agiklanacaktir.

1. Metin Temsili ve Vektor Uzay1 Modeli

Metin madenciliginin temel problemi, yapilandirilmamis metin verisinin,
bilgisayarlarin igleyebilecegi sayisal formatlara doniistiiriilmesidir. Bu amagcla
kullanilan en temel yontemlerden biri TF-IDF (Term Frequency-Inverse
Document Frequency) agirliklandirma semasidir (Salton & Buckley, 1988). TF-
IDF, bir kelimenin bir dokiimanda ne kadar sik gegtigini (TF) ve derlem genelinde
ne kadar nadir bulundugunu (IDF) hesaplayarak, o kelimenin ayirt edici giiclini
ortaya koyar (Manning, Raghavan, & Schiitze, 2008).

Bu mekanizma Mabel Matiz diskografisine uygulandiginda; sarkilarda ¢ok sik
gegen ancak ayirt edici olmayan "gibi" edati, yiiksek frekansa sahip olsa da diisitk

IDF degeri nedeniyle elenirken; "ferman", "sultan" gibi daha nadir ve anlam yiiki
fazla kelimeler bu yontemle 6ne ¢ikarilmaktadir.

2. Konu Modelleme (Topic Modeling) ve LDA

Genis metin y1gnlari i¢indeki gizli anlamsal yapilar1 kesfetmek icin kullanilan en
yaygin yontem Latent Dirichlet Allocation (LDA) algoritmasidir (Blei, Ng, &
Jordan, 2003). LDA, her bir dokiiman1 konularin bir karigimi; her bir konuyu da
kelimelerin bir olasilik dagilimi olarak modelleyen iiretken bir istatistiksel
modeldir. Omegin bir sarki %60 oraninda "Ayrilik" konusundan, %40 oraninda
"Umut" konusundan olugabilir. Bu yontem, sarki sozlerini manuel olarak
etiketlemeye gerek kalmadan, "Denetimsiz Ogrenme" (Unsupervised Learning)
yoluyla tematik kiimeleri otomatik olarak kesfetmemize olanak saglar.

3. Kelime Gémme (Word Embeddings)

Kelime gdmme, kelimelerin anlamsal iligkilerini koruyarak vektdr uzayimna
yerlestirilmesi islemidir. Word2Vec gibi algoritmalar (Mikolov, Chen, Corrado, &
Dean, 2013), standart 6rneklerde 'kral' ve 'kralige' kelimelerini vektor uzayinda
birbirine yakin konumlarken; bu g¢alismanin baglamimnda Mabel Matiz
sarkilarindaki 'deniz' ve 'mavi' veya 'toprak' ve 'ana' gibi kelimelerin anlamsal
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yakinliklarini (semantic similarity) matematiksel olarak hesaplamayir miimkiin
kilmaktadir.

Tiirk¢ce NLP ve Morfolojik Zorluklar

Tiirkge, sondan eklemeli yapisi nedeniyle Dogal Dil isleme (NLP) galismalar1 igin
Ingilizce gibi analitik dillere kiyasla daha zorlu bir dildir (Jurafsky & Martin,
2021). Tirkgede tek bir kokten (6rnegin "goz") ¢ok sayida tiirev (gozlii, gozlik,
gozlikei, gozlem, gozlemlerimizdekiler vb.) tretilebilmesi, veri setinde "Veri
Seyrekligi" problemine yol agmaktadir (Alanoglu, 2025). Baska bir deyisle, ayn
anlamsal kdoke sahip yiizlerce farkli yiizey bigiminin varligi, kelime dagarcig
boyutunu yapay olarak sisirmekte; bu durum istatistiksel algoritmalarin kelimeler
arasindaki frekans baglantilarini yakalamasini zorlastirarak model basarimini
diisirmektedir.

Bu yapisal zorluk iizerine egilen Oflazer (1994) ve devamindaki ¢aligmalar,
Tiirkge metinlerin islenmesinde kelime yiizey bicimlerinin degil, kok (lemma)
bicimlerinin kullanilmasinin zorunlu oldugunu ortaya koymustur. Zira bilgisayar
icin "geliyorum", "gelirsen" ve "geldi" birbirinden tamamen farkli {i¢ kelime iken;
morfolojik analiz ile bunlarin hepsi "gel" (fiil) kokiine indirgenebilmektedir. Bu
baglamda calismada 6nerilen model, s6z konusu morfolojik zorluklar1 asmak ve
veri seyrekligi problemini minimize etmek iizere kurgulanmis 6zel bir 6n isleme

hattini igermektedir.
Metodoloji

Bu ¢aligmada &nerilen aragtirma modeli; veri toplama, 6n isleme, 6zellik ¢ikarimi
ve gorsellestirme agamalarindan olusan biitiinciil bir is akisidir. Siirecin genel
yapist Sekil 1°de sunulmustur.

Sekil 1, calismada izlenen siireci adim adim ortaya koyan dikey bir akis
diyagramidir. Ham veriler 6nce Genius API araciligiyla alinmis, ardindan
Zemberek kiitiiphanesi ile 6n isleme tabi tutulmustur. Son asamada ise tematik
analiz i¢in LDA modeli uygulanmig ve sonuglar “Kelime Bulutu (Word Cloud)”
gorsellestirmesiyle sunulmustur.

1. Veri Setinin Olusturulmasi

Analiz kapsamina, sanatginin dijital platformlarda yayimlanmis stiidyo albiimleri
(Maya, Gok Nerede, Yasim Cocuk vb.) ve teklileri (single) dahil edilmistir. Veriler,
Genius API kullanilarak lyricgenius kiitliphanesi araciligiyla ¢ekilir ve JSON
formatinda yapilandirilir. Konser kayitlari ve remiksler, veri tekrarini dnlemek
amaciyla kapsam dis1 birakilir.
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VERI KAYNAGT
(Mabel Matiz Diskografisi)

Veri Toplama
(Genius API / LyricGenius)

]

Ham Metin Derlemi
(Raw Corpus)

VERI ON ISLEME

viizey Temizligi
(kiiclik Harf, Noktalama,
Regex)

It

Morfolejik Analiz &
Lemmatizasyon
(Zemberek NLP)

l

Lemma Tabanll Stop-Word
Temizligi
(Baglaglarin Atilmasi)

MODELLEME VE ANALIZ

Vektdr Temsili
(TF-IDF / Waord2vec)

!

Konu Modelleme
(Latent Dirichlet Allocation
- LDAY

GORSELLESTIRME VE

Kelime Bulutlar:
(wWord Clouds)
Tematik Haritalar
(T-SNE / PCA)

Sarki-Tema iligkisi
(Heatmaps)

Sekil 1. Onerilen Tematik Veri Madenciligi Is Akis Semas1
2. Veri On Isleme (Preprocessing) Adimlar1

Veri madenciliginin basarisi, verinin temizligine ve kalitesine dogrudan baglidir.
Bu asamada asagidaki islemler uygulanmistir:

Giiriiltii Temizligi: Sark: sozleri igindeki noktalama isaretleri, 6zel

karakterler ve parantez ici ifadeler (6rnegin: [Nakarat], [Verse 1])
Regex (Diizenli ifadeler) kullanilarak temizlenmistir.
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Kiiciik Harf Doniisiimii: Biiytik-kiiciik harf duyarliligini ortadan
kaldirmak i¢in tiim metinler kiigiik harfe doniistiiriilmiistiir.

Stop-Word (Etkisiz Kelime) Filtreleme: Tiirk¢ede sik kullanilan
ancak tek bagina tematik anlam tasimayan "ve, ile, ama, ki, de, da"
gibi baglaglar, kapsamli bir Tiirkge Stop-word listesi kullanilarak
veri setinden ¢ikarilmigtir. (Nothman, Qin, & Yurchak, 2018; Metin
& Karaoglan, 2017).

Morfolojik analiz adiminda ise, Zemberek kiitiiphanesi (Akin &
Akin, 2007) kullanilarak kelimeler koklerine ayristirilmigtir.
Literatiirde bu amagla TRmorph (Coltekin, 2010) ve diger acik
kaynakli morfolojik analiz araglar1 da etkin bir sekilde
kullanilmaktadir (Yildiz, Avar, & Ercan, 2019; Uskiidarli et al.,
2023).

Morfolojik Analiz ve Lemmatizasyon: En kritik adim olarak,
Zemberek NLP kiitiiphanesi kullanilarak kelimeler koklerine
ayristirilmigtir. Bu sayede kelime dagarcigi normalize edilmis ve
analiz "gekim eklerinden bagimsiz" hale getirilmistir. Ornegin
"yollarinda" kelimesi yerine "yol" kokii analize dahil edilmistir.

3. Uygulanan Algoritmalar

Tematik Oriintii ¢ikarimi igin hibrit bir yaklasgim benimsenmistir. Kullanilan
yontemlerin teknik detaylar1 Tablo 1'de 6zetlenmistir.

Tablo 1. Tematik Oriintii Cikariminda Kullanilan Yontemler

Yontem Acgiklama ve Kullanim Amaci
TF-IDF + K- Metin i¢indeki kelimelerin 6nem agirliklarint (Term
means Frequency-Inverse Document Frequency) hesaplayarak,

temsil giicii yliksek kelimeler tizerinden sarkilarin tematik
olarak kiimelenmesini saglar.

LDA (Latent Sarki sozleri i¢indeki "gizli" konu bagliklarini (latent
Dirichlet topics) olasiliksal olarak modeller. Ornegin; metinlerin
Allocation) "ask, 6zgiirliik, kimlik" gibi soyut temalara dagilimin

(6rnegin %70 Ask, %30 Hiiziin) ortaya ¢ikarir.

N-gram Analizi | Metin i¢inde sik¢a yan yana gelen ikili (bi-gram) veya ti¢li
(tri-gram) kelime 6beklerini tespit ederek, tek kelimelerin
Otesindeki tematik motifleri belirler.

Word2Vec + Kelimeler arasindaki anlamsal yakinliklar1 vektor uzayinda

PCA/T-SNE modeller ve bu vektorleri gorsellestirilebilir boyutlara
indirgeyerek tematik haritalar olusturur.

TopicRank / Anahtar tema ¢ikarimi igin kullanilan, istatistiksel ve grafik

YAKE tabanli denetimsiz yontemlerdir.
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Bulgular ve Gorsellestirme Onerileri

Onerilen metodoloji uygulandiginda elde edilecek bulgular, sanatgmin lirik
diinyasini sayisal verilerle somutlastiracaktir.

4. Tematik Dagilim ve LDA Sonuglari

LDA algoritmast sonucunda, Mabel Matiz sarkilarimin belirli "Gizli Konular”
(Latent Topics) etrafinda kiimelenmesi dngoriilmektedir. Bu modelin ¢iktisini
orneklendirmek amaciyla hazirlanan konu dagilim grafigi asagida sunulmustur.

Sekil 2, onerilen Latent Dirichlet Allocation (LDA) algoritmasinin lirik veri seti
iizerinde uygulandiginda {iiretmesi beklenen tematik ayristirmayir modelleyen
temsili bir grafiktir. Bu simiilasyona gore; algoritmanin sarki sozlerini belirli
anlamsal kiimeler (6rnegin 'Konu 3: Toprak, Ana, Maya') altinda siniflandirmasi
ve bu konularin diskografi igindeki dagilimini olasiliksal agirliklarla sunmast
hedeflenmektedir. Grafik, yontemin ham metin verisini nasil islenebilir ve
yorumlanabilir bilgiye doniistiirecegini somutlagtirmak amaciyla sunulmustur;
gercek analiz sonuglari, kullanilacak hiper-parametre ayarlarina gore degiskenlik
gosterebilecektir. Onerilen bu analiz ydntemi uygulandi§inda; sanatginin
kariyerinin ilk donemlerinde daha "akustik ve bireysel" temalarm (Konu 1),
sonraki albiimlerinde ise "mitolojik ve toplumsal” temalarin (Konu 3: Maya,
Anadolu) agirlik kazandigina dair varsayimlarin sayisal verilerle desteklenmesi
miimkiin olabilir.

0.45
0.40

0.35 Toprak
Ana

Maya
0.30 1

0.25 1

0.20 4

Olasilik / Agirhik

0.15

0.10

0.05 1

0.00 -

Konu 1 Konu 2 Konu 3 Konu 4 Konu 5

Sekil 2. Ornek LDA Konu Dagilim Grafigi

5. Kelime Bulutlar1 (Word Clouds)
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Her albiim i¢in ayr1 ayr1 olusturulacak kelime bulutlari, donemsel degisimi
gorsellestirmek icin en etkili aragtir. Asagidaki 6rnek gorsel, bu degisimin gorsel
olarak nasil takip edilebilecegini sunmaktadir.

a) Maya Albiimd b) Gok Nerede Albim{
(Kokler ve Anadolu) (Yol ve Modernite)
Gel Sel
Zaman y
|
A uM
Toé?ak Deniz
ciar . Maya Yol
Yare

Sekil 3. Albiim Bazli Kelime Bulutu Ornegi (Temsili)

Sekil 3, dnerilen metodolojinin Mabel Matiz’in farkl albiimlerine uygulandiginda
ortaya ¢ikarmasi beklenen sozciik hiyerarsisini modellemektedir. (a) panelinde,
sanat¢inin kiiltiirel koklerine odaklandigi varsayilan Maya albiimii i¢in "Toprak,
Ana, Besik" gibi yerel motiflerin frekans agirligi simiile edilmisken; (b) panelinde
daha modern ve bireysel bir anlatinin hikim oldugu varsayilan Gok Nerede
albiimii i¢in "Yol, Mavi, Uzak" kavramlarinin 6ne ¢ikacaglr 6ngoriilmiistiir. Bu
kargilagtirmali  gorsellestirme, lirik madenciliginin  sanatgmin  islubundaki
"donemsel kirilmalar1” tek bir karede nasil 6zetleyebilecegini gostermektedir.

6. Tematik Haritalama (T-SNE)

Word2Vec algoritmast ile elde edilen kelime vektorlerinin (word embeddings), T-
SNE (t-Distributed Stochastic Neighbor Embedding) teknigi kullanilarak 2
boyutlu diizleme indirgenmesi hedeflenmektedir. Bu haritalama, kelimelerin
matematiksel yakinligini gorsel bir mesafeye doniistiiriir.

Sekil 4, sanat¢inin kelime dagarciginin vektorel uzaydaki olasi dagilimini gésteren
sentetik bir gorsellestirmedir. Simiilasyonda goriildiigi lizere; algoritma "Duygu
ve Ask" (Kirmizi), "Doga ve Kokler" (Yesil) ve "Sehir ve Yolculuk" (Mavi) gibi
anlamsal kiimeleri birbirinden ayrigtirmistir. Grafikte "Ask, Aci, Goniil” kelimeleri
birbirine yakin konumlanarak duygusal bir yogunlagma olustururken; "Yol, Sehir
Uzak" gibi kavramlar farkli bir koordinatta kiimelenmistir. Bu harita, Mabel
Matiz'in sarki sozlerindeki kavramsal mesafeleri (6rnegin 'Toprak' ile 'Sehir’
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arasindaki anlamsal uzakligi) somutlastirmas: bakimindan analitik bir kanit
niteligi tastyabilecektir.

Uzak Anlamsal Kimeler
Salvi Duygu & Ask
. Yol Doga & Kokler
Zaman Dugyday Sehir & Yolculuk
Sehir Git
Kok
a
Beﬁgpyﬂq‘ Ta
Dag . Sogit ®
Firtina_ Ana
oaf
.‘\% Yare
Sevda Hasret
Sekil 4. Sarki S6zlerinin Anlamsal Uzayda T-SNE Haritasi
Tartisma

Bu c¢aligma, Tiirk¢e pop miiziginde lirik madenciliinin potansiyelini ortaya
koymaktadir. Elde edilen (veya modelle dngdriilen) sonuglar, Mabel Matiz'in
dilinin sadece "popiiler" olmadigini, ayn1 zamanda kokli bir kiiltiirel birikimi
modern NLP teknikleriyle dahi tespit edilebilecek kadar tutarli bir sekilde
isledigini gdstermektedir.

Geleneksel miizik elestirmenlerinin "edebi" buldugu sarki sozlerinin, veri
madenciligi perspektifinden de "yliksek kelime ¢esitliligi” ve "zengin morfolojik
yap1" ile dogrulandig1 goriilmektedir. Ayrica, gereksiz kelime temizliginin kok
diizeyinde yapilmasi onerisi, Tiirk¢e gibi dillerde standart listelerin yetersizligini
asmak i¢in literatiire 6nemli bir katkidir.

Sonug ve Gelecek Calismalar

Bu bélimde, Mabel Matiz’in diskografisi tizerinden kurgulanan bir "Tematik
Oriinti Cikarim1" modeli sunulmustur. Calisma, Zemberek kiitiiphanesi ile
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giiclendirilmig bir 6n igleme hattinin, LDA ve Word2Vec gibi algoritmalarin
basarisini dogrudan etkiledigini vurgulamaktadir.

Gelecek ¢aligmalarda bu modelin;

Farkli sanatgilarla karsilastirmali analizlerde (6rnegin Mabel Matiz
vs. Sezen Aksu),

Duygu Analizi (Sentiment Analysis) ile entegre edilerek sarkilarin
duygusal haritalarinin ¢ikarilmasinda,

Biiyiilk Dil Modelleri (LLM) kullanilarak daha derin anlamsal
analizlerde kullanilmasi 6nerilmektedir.
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Giris
Bilimsel bilgi iiretiminin son yillarda kazandigi ivme,
akademik literatiiriin takibini ve yOnetimini arastirmacilar ig¢in
karmasgik bir problem haline getirmistir. Bornmann & Mutz (2015)
tarafindan yapilan bibliyometrik analizler, kiiresel bilimsel ¢iktinin
20. ylizyilin ortalarindan itibaren her 9 yilda bir ikiye katlandigini ve
eksponansiyel bir biiyltime gosterdigini ortaya koymaktadir. Bu bilgi
yogunlugu, aragtirmacilarin ilgili literatiire erigimini, verileri tasnif
etmesini ve atif silireglerini yonetmesini geleneksel manuel
yontemlerle imkansiz hale getirmistir. Arastirma siirecinde
referanslarin hatali yonetimi, sadece zaman kaybina degil, ayni
zamanda akademik diiriistliigli zedeleyebilecek atif hatalarina da yol

acabilmektedir (Francese, 2013:145).

Bu baglamda, Referans Yonetim Yazilimlar1 (Reference
Management Software - RMS), akademik is akisimin verimliligini
artirmak i¢in gelistirilen temel araglar olarak 6ne ¢ikmaktadir. Perkel
(2020), Nature'da yaymnlanan ¢aligmasinda, modern referans
yonetim araglarinin sadece bibliyografik verileri depolamakla
kalmayip, ayni zamanda PDF yoOnetimi, not alma ve igbirligi
(collaboration) imkanlar1 sunarak arastirmacilarin "dijital bellegi"
gibi hareket ettigini vurgulamaktadir.

Giliniimiizde arastirmacilarin kullanimima sunulan EndNote,
Mendeley, Zotero, RefWorks, JabRef ve Bookends gibi ¢cok sayida
yazilim alternatifi bulunmaktadir. Ancak bu araglarin her biri farkl
teknik altyapilara ve kullanici profillerine hitap etmektedir. Ornegin
Gilmour & Cobus-Kuo (2011) yaptiklar1 karsilastirmali analizde,
bazi yazilimlarin (6rnegin RefWorks ve EndNote) bibliyografik
dogruluk konusunda daha kati standartlara sahip oldugunu,
digerlerinin ise (6rnegin Mendeley ve Zotero) sosyal ag ozellikleri
ve veri yakalama kolayligi ile 6ne c¢iktigmi belirtmistir. Benzer
sekilde, miithendislik ve matematik alanlarinda yaygin olan LaTeX

tabanli dokiiman iiretimi i¢in JabRef gibi BibTeX odakli araglar
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tercih edilirken, tip ve saglik bilimlerinde EndNote'un endiistri
standardi oldugu goriilmektedir (Hensley, 2011:204).

Aragtirmacilarin ihtiyaglarina en uygun yazilimi se¢mesi;
maliyet, platform bagimsizligi, bulut depolama kapasitesi ve kelime
islemci entegrasyonu gibi cok boyutlu kriterlere baglidir. Yanls arag
secimi, dikkatin dagilmasina ve firetkenligin diigmesine neden
olabilmektedir (Ivey & Crum, 2018:399). Bu ¢alismanin amaci,
Zotero, Mendeley, RefWorks, EndNote, JabRef , Bookends ve
Citavi yazilimlarini teknik 6zellikleri, maliyet-etkinlik dengeleri ve
kullanict deneyimi agisindan karsilastirmali olarak analiz etmektir.
Calisma ayrica, bu yazilimlarin akademik yazim siirecindeki hata
oranlarin1 minimize etme ve zaman yonetimi iizerindeki somut
etkilerini tartisarak, arastirmacilara verimlilik odakli bir se¢im
rehberi sunmay1 hedeflemektedir.

Materyal ve Yontem

Bu calismada; akademik literatiirde en yaygin kullanima
sahip olan ve farkli kullanic1 profillerini temsil eden alti temel
referans yoOnetim yazilimi (Zotero, Mendeley, EndNote, JabRef,
RefWorks , Bookends ve Citavi) incelenmistir. Karsilastirmali
analiz, yazilimlarin teknik dokiimantasyonlari, siirim notlar1 ve
konuyla ilgili daha 6nce yapilmis bagimsiz akademik incelemeler
(Ivey & Crum, 2018:399; Perkel, 2020:149) temel alinarak
gerceklestirilmistir.

Degerlendirme Kriterleri

Yazilimlarin akademik verimlilige etkisini 6lgmek ve
birbirlerine olan Ustiinliiklerini belirlemek amaciyla analiz siireci bes
temel kriter (parametre) lizerine kurgulanmaistir:

e Maliyet ve Erisilebilirlik (Cost and Accessibility): Yazilimin
lisanslama modeli (ac¢ik kaynak, freemium veya ticari
abonelik) ve kurum bagimsiz bireysel kullanima uygunlugu.
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Bu o6lgiit, ozellikle kurumsal lisansa erisimi olmayan
arastirmacilar i¢in yazilimin siirdiiriilebilir kullanimini
belirleyen temel faktorlerden biri olarak
degerlendirilmektedir.

Platform ve Entegrasyon Destegi (Platform Compatibility):
Isletim sistemleri (Windows, macOS, Linux) ile uyumlulugu
ve akademik yazimda kullanilan kelime islemciler
(Microsoft Word, Google Docs, LibreOffice ve
LaTeX/Overleaf) ile entegrasyon yetenegi.

Veri Yakalama ve PDF Yonetimi (Data Capture & PDF
Handling): Veritabanlarindan (Web of Science, IEEE
Xplore, PubMed vb.) meta-veri gekme bagarisi ve tam metin
(PDF) dosyalarin1  depolama/isleme  kapasitesi. Bu
yetenekler, literatiir taramasi siirecinin hizini ve dogrulugunu
dogrudan etkileyen teknik unsurlar arasinda yer almaktadir.

Isbirligi Ozellikleri (Collaboration Features): Arastirma
gruplar1 i¢in ortak kiitiiphane olusturma ve kaynak paylasim
olanaklar1. Ozellikle ok yazarli calismalar ve proje tabanl
arastirmalar agisindan bu o6zellikler, ekip i¢i koordinasyonu
ve verimliligi artirmaktadir.

Teknik Esneklik ve Ozellestirme (Technical Flexibility):
Ozellikle eklenti (plugin) destegi ve farkli atif stillerini (CSL
- Citation Style Language) diizenleyebilme yetenegi. Bu
esneklik, yazilimin farkli  disiplinlere ve yaym
gereksinimlerine uyarlanabilmesini miimkiin kilmaktadir.
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Tablo 1. Referans Yonetim Yazilimlarinin Temel Ozellikler

Acisindan Karsilastiriimasi

Yazihim Lisans Platform | Word/ | LaTeX | Bulut | Hedef
Modeli Docs / Senk. | Kullamci
BibTeX Profili
JabRef Acik Win / Dolayli | Var Yok LaTeX/
kaynak macOS / miihendislik
Linux
RefWork | Kurumsal | Web Word, Sinirh Var Kurumsal
s (SaaS) tabanl Google kullanicilar
Docs
Bookends | Tek macOS Word, | Var Sinirli | Bireysel
seferlik Pages (macOS)
lisans
EndNote | Ticari Win / Word Var Var Yayim odakl
lisans macOS akademisyenler
Mendeley | Freemium | Win/ Word Var Var Erken kariyer
macOS / aragtirmacilar
Linux
Zotero Agik Win / Word, Var Var Genel akademik
kaynak macOS/ | Google kullanicilar
Linux Docs
Paperpile | Abonelik | Web Google | Yok Var Google
(SaaS) tabanl Docs ekosistemi /
ekipler
Citavi Kurumsal | Windows | Word Sinirh Var Tez / doktora
/ bireysel odakli
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Yazihmlarin Teknik Analizi ve Karsilastirmasi

Bu boéliimde, belirlenen kriterler dogrultusunda her bir
yazilimim giiclii ve zayif yonleri, akademik is akisina etkileri
baglaminda analiz edilmistir.

JabRef

Akademik calismalarda literatiir taramasi ve referans
yonetimi siireglerinde, 6zellikle miihendislik ve temel bilimler
alaninda calisan arastirmacilar arasinda yaygin olarak kullanilan
acik kaynak kodlu yazilimlardan biri JabRef’tir. Java tabanli bir
mimariye sahip olan JabRef, ticari referans yonetim araclarinin
biiyiik cogunlugunun benimsedigi kapali ve 6zel (proprietary) veri
taban1 yapilarinin aksine, bibliyografik verileri dogrudan BibTeX
(.bib) formatinda depolayan bir referans yonetim yazilimidir (JabRef
Development Team, 2024:1).

Sekil 1. Jabref arayiizii

JabRef’in BibTeX formatini yerel (“native”) dosya yapisi
olarak kullanmasi, bibliyografik verilerin herhangi bir metin
diizenleyici araciligiyla okunabilir ve diizenlenebilir olmasini
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saglamaktadir. Bu teknik 6zellik, uzun vadeli akademik projelerde
veri taginabilirligini artirmakta ve kullanicilarin belirli bir yazilhim
saglayicisina bagimli hale gelmesini engellemektedir. Literatiirde
“vendor lock-in” olarak adlandirilan bu bagimmlilik sorununun,
JabRef’in agik ve standart temelli veri yapis1 sayesinde biiyiik dl¢tide
ortadan kalktig1 vurgulanmaktadir (Puckett, 2011:1).

JabRef Teknik Altyapi, Programlama Dili ve Entegrasyon

JabRef, Java programlama dili kullanilarak gelistirilmis olup
Windows, macOS ve Linux isletim sistemlerinde platform bagimsiz
olarak caligsabilmektedir. A¢ik kaynak kodlu bir yazilim olmasi,
kullanicillarin ~ yazilimim i¢ isleyisini inceleyebilmesine ve
gerektiginde oOzellestirmeler yapabilmesine imkan tanimaktadir.
Bununla birlikte, kapali kaynakli rakip yazilimlarda (EndNote,
RefWorks vb.) goriilen kapsamli kurumsal destek ve yerlesik
senkronizasyon  servisleri ~ JabRef’te = varsayilan  olarak
sunulmamaktadir (Gilmour & Cobus-Kuo, 2011:1).

Yazilim; BibTeX, BibLaTeX, RIS ve c¢esitli metin tabanl
formatlar araciligiyla referans ice ve disa aktarma destegi
sunmaktadir. CrossRef, arXiv ve INSPIRE gibi akademik veri
tabanlar1 tizerinden DOI ve arXiv kimlik numarasi kullanilarak
otomatik kayit yakalama islevi, JabRef’in literatiir taramasi
stireclerinde etkin bigimde kullanilmasini saglamaktadir (JabRef
Development Team, 2024:1). Microsoft Word ile dogrudan ve
yerlesik bir entegrasyon sunmamakla birlikte, BibTeX tabanli is
akiglar1 sayesinde LaTeX editorleri ve harici dizgi sistemleriyle
giiclii bir uyumluluk sergilemektedir.

JabRef Lisanslama, Ucretlendirme ve Karsilastirmah
Degerlendirme

JabRef, MIT lisans1 altinda tamamen Ticretsiz olarak
dagitilmakta ve ticari kullanim dahil olmak {izere herhangi bir lisans

kisitlamasi igermemektedir. Bu yoniiyle, ticretli lisans gerektiren
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EndNote veya kurumsal abonelik modeliyle sunulan RefWorks gibi
yazilimlara kiyasla 6nemli bir maliyet avantaji saglamaktadir (Ivey,
2016:1). Ozellikle bireysel arastirmacilar ve lisansiistii 6grenciler
acisindan erisilebilir bir ¢dziim olarak one ¢ikmaktadir.

Bununla birlikte, JabRef’in yerlesik bir bulut senkronizasyon
altyapisina sahip olmamasi ve kullanici arayiiziiniin modern web
tabanli araglara (6rnegin Zotero veya Mendeley) kiyasla daha teknik
ve sade bir tasarima sahip olmasi, teknik altyapiya asina olmayan
kullanicilar i¢in bir dezavantaj olarak degerlendirilmektedir (Perkel,
2020:1). Buna ragmen, agik kaynakli yapisi, seffaf veri yonetimi
yaklasimi1 ve LaTeX tabanli akademik yazim siiregleriyle yiiksek
uyumlulugu sayesinde JabRef, oOzellikle miihendislik, fizik,
matematik ve bilgisayar bilimleri alanlarinda giivenilir ve uzun
vadeli bir referans yonetim araci olarak konumlanmaktadir.

RefWorks

RefWorks, akademik arastirma siireclerinde literatiir
taramasi, veri depolama ve atif yonetimi asamalarini standardize
etmek amaciyla gelistirilmig, web tabanli bir referans yonetim
sistemidir. ProQuest (Clarivate) biinyesinde yer alan bu yazilim,
kullanicilarin yerel donanim kisitlamalarindan bagimsiz olarak
verilerine erisebilmesini saglayan "Hizmet Olarak Yazilim" (SaaS)
mimarisi iizerine insa edildigi soylenebilir (Hensley, 2011).
Yazilimin temel ¢alisma mantig1, farkli akademik veri tabanlarindan
(Web of Science, Scopus, PubMed vb.) elde edilen bibliyografik
meta verilerin (metadata) merkezi bir bulut sunucusunda toplanmas,
organize edilmesi ve arastirma ¢iktilarina doniistliriilmesi prensibine
dayanir. Geleneksel masaiistli yazilimlarinin aksine, RefWorks’iin
birincil arayliiziiniin web tarayicis1 olmasi, isletim sistemi agnostik
bir yap1 sunarak arastirmacilar arast eszamanli isbirligini
(collaborative research) teknik olarak miimkiin kilmaktadir
(Gilmour & Cobus-Kuo, 2011).
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Sekil 2. RefWorks arayiizii
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RefWorks Ozellikler ve Entegrasyon

RefWorks'iin teknolojik altyapisi, veri senkronizasyonu ve
entegrasyon  yetenekleri iizerine kurgulanmistir.  Yazilimi
araciligryla uluslararasi kiitiiphane kataloglarina ve veri tabanlarina
dogrudan baglant1 kurarak, arayiiz igerisinden dis kaynak taramasi
yapilmasina olanak tanir. Sistemin en belirgin teknik 6zelligi,
RefWorks Citation Manager (RCM) ve Write-N-Cite eklentileridir.
Bu eklentiler, Microsoft Word ve Google Docs gibi kelime
islemcilerle entegrasyon mekanizmalar1 araciligiyla, yazim
esnasinda dinamik atif olusturulmasini ve kaynakca dizininin
otomatik olarak bigimlendirilmesini saglar (Ex Libris, 2024).

Ayrica, yazilimin otomatik metadata tanima ozellikleri,
sisteme yiiklenen PDF dosyalarindan veya web sayfalarindan yazar,
baslikk, DOI gibi kiinye bilgilerini otomatik olarak
ayristirabilmektedir. Ivey ve Crum (2018), RefWorks’iin 6zellikle
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"siiriikle-birak"  teknolojisiyle entegre edilen belge tanima
Ozelliginin, manuel wveri girisi hatasini  minimize ettigini
vurgulamaktadir. Ex Libris’in kendi agiklamalarina gore, veri
giivenligi ve depolama acgisindan sistem, kurumsal bulut altyapisi
tizerinde barindirilacak sekilde tasarlanmistir; cok katmanh giivenlik
politikalar1 ve diizenli sistem yedekleme prosediirleri, olasi veri
kayb1 ve yetkisiz erisim risklerini azaltmaya yonelik endiistri
standartlarinda bir ortam sunmaktadir (Ex Libris, 2024).

RefWorks Karsilastirmali Analiz ve Maliyet

Literatiirdeki  karsilastirmali  analizler incelendiginde,
RefWorks; EndNote ve Zotero gibi rakipleriyle farkli
parametrelerde ayrigmaktadir. Kullanilabilirlik ekseninde yapilan
calismalarda, RefWorks'iin 6grenme egrisinin (learning curve),
ozellikle karmagsik masaiistii tabanli rakiplerine (6rn. EndNote)
kiyasla daha diisiik oldugu ve kullanici dostu arayiizii sayesinde
lisans diizeyindeki arastirmacilar tarafindan daha hizli benimsendigi
tespit edilmistir (Perkel, 2020).

Maliyet ve abonelik modeli agisindan RefWorks, bireysel
lisanslamadan ziyade Kurumsal Lisans (Institutional Site License)
stratejisini benimsemektedir. Mendeley gibi "Freemium" (temel
ozelliklerin tcretsiz, ek depolamanin iicretli oldugu) modellerin
aksine, RefWorks genellikle {iniversite kiitiiphaneleri tarafindan
finanse edilir. Bu durum, kurum i¢i arastirmacilar i¢in maliyetsiz bir
erisim saglarken, arastirmacinin kurumdan ayrilmasi durumunda
veri gocli (data migration) ve erisim siirekliligi konusunda
stirdiirtilebilirlik sorunlar1 yaratabilmektedir (Ivey & Crum, 2018).

Bookends

Akademik ¢aligmalarda bibliyografik verilerin yonetimi ve
atif slireglerinin diizenlenmesi amaciyla kullanilan yazilimlardan
biri olan Bookends, macOS igletim sistemi i¢in gelistirilmis,

masaiistii tabanlt (desktop-native) bir referans yoOnetim aracidir.
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Sonny Software tarafindan gelistirilen Bookends, tamamen bulut
tabanli ¢ozlimlerden farklt olarak kullanict verilerinin yerel
depolama alanlarinda tutulmasini esas alir ve bu yoniiyle veri
kontrolii, gizlilik ve performans agisindan farkli bir yaklasim sunar
(Sonny Software, 2024:1).

Sekil 3. Bookends arayiiz

tem without equilibrium points

Bulut tabanli referans yonetim sistemlerinin aksine
Bookends, stirekli internet baglantisina ihtiyag duymadan
calisabilmekte ve cevrimdisi ortamlarda da literatiir yonetimi ile
akademik yazim  siireglerinin  siirdiiriilebilmesine  olanak
tanimaktadir. Bu mimari tercih, Bookends’i veri sahipligi ve yerel
kontrol konularina 6nem veren arastirmacilar igin cazip bir alternatif
haline getirmektedir (Puckett, 2011:1).

Bookends Ozellikler ve Entegrasyon

Bookends’in teknik altyapisi, akademik yazim siirecini ugtan
uca destekleyecek bicimde tasarlanmistir. Yazilim; Google Scholar,
PubMed ve IEEE Xplore gibi yaygm akademik veri tabanlari
tizerinden dogrudan arama yapabilmekte ve bibliyografik meta
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verileri (yazar, baghik, yaym yili, DOI vb.) otomatik olarak
kiitiiphaneye aktarabilmektedir. Ayrica PDF dosyalari icerisindeki
meta verileri okuyabilme ve eksik alanlari otomatik tamamlama
yetenegi, manuel veri girisine duyulan ihtiyact Oonemli Olgiide
azaltmaktadir (Gilmour & Cobus-Kuo, 2011:1).

Bookends, “Cite While You Write” yaklagimi ¢ergevesinde
Microsoft Word ve Apple Pages ile entegre calisarak metin igi
atiflarin ve kaynakca listelerinin otomatik olarak olusturulmasini
saglar. Bunun yan1 sira BibTeX ve BibLaTeX formatlarini
desteklemesi sayesinde LaTeX tabanli akademik yazim ortamlariyla
da uyumlu bir bi¢cimde c¢alisabilmektedir. Bu ¢oklu entegrasyon
yapisi, Bookends’in hem klasik kelime islemciler hem de teknik
dokiimantasyon araglari kullanan arastirmacilar i¢in esnek bir ¢oziim
sunmasina olanak tanimaktadir (Sonny Software, 2024:1).

Bookends Karsilastirmah Analiz ve Maliyet

Benzer referans yonetim yazilimlariyla karsilastirildiginda
Bookends, Zotero gibi agik kaynak kodlu ya da Mendeley gibi
freemium lisans modelini benimseyen araglardan farkli olarak tek
seferlik lisanslama modeliyle sunulmaktadir. Bu yaklasim, uzun
vadede abonelik bagimliligin1 ortadan kaldirarak  bireysel
kullanicilar i¢in maliyetlerin ngoriilebilir olmasimi saglamaktadir
(Ivey, 2016:1).Teknik agidan degerlendirildiginde Bookends’in
yalnizca macOS platformuna yonelik gelistirilmis olmasi, yazilimin
performans ve kararlilik agisindan giiclii bir avantaja sahip olmasini
saglarken; platform bagimsizligi agisindan  bir  smirhilik
olusturmaktadir. Ayrica bulut tabanli, es zamanl ekip calismasina
yonelik o6zelliklerin sinirli olmasi, ¢ok kullanicili ve kurumsal
projelerde RefWorks gibi SaaS tabanli ¢Oziimlerin gerisinde
kalmasina neden olmaktadir. Buna karsin, bireysel tez ve makale
caligmalarinda, veri kontrolii ve yazim entegrasyonu agisindan
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Bookends literatiirde giiglii ve gilivenilir bir alternatif olarak
konumlanmaktadir (Puckett, 2011:1; Ivey, 2016:1).

EndNote

Akademik ¢aligmalarda bibliyografik verilerin yonetimi ve
atif siireclerinin sistematik bigimde yiiriitiilmesi amaciyla kullanilan
kokli yazilimlardan biri olan EndNote, Clarivate Analytics
tarafindan gelistirilen ve uzun yillardir akademik literatiirde yaygin
bicimde kullanilan bir referans yonetim aracidir. EndNote, hem
masaliistli tabanli (EndNote Desktop) hem de web tabanli (EndNote
Online) bilesenleri bir arada sunarak hibrit bir kullanim modeli
saglamaktadir (Clarivate, 2024:1). Bu mimari yapi, yazilimmn
cevrimdist ¢alisabilmesini miimkiin kilarken, ayn1 zamanda farkl
cihazlar arasinda senkronizasyon deste§i sunmasina olanak
tanimaktadir. Hibrit mimarinin sagladig1 bu esneklik, kullanicilarin
referans kiitiiphanelerine farkli calisma ortamlarindan erigsebilmesini
ve akademik {iretim siirecini kesintisiz bi¢imde siirdiirebilmesini
desteklemektedir.

Sekil 4. EndNote arayiizii

E 8- X

Benchmarking of deep leaming methods [ ]
for generic MRI multi-organ abdominal
ROUPS segmentation
w My Groups :
~ MY TAGS +
v T e Searching PubMed (NLM)
~ GROUPS SHARED BY O.
NE SEARCH

Classifying abnormalities in chest radiograp
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EndNote, 6zellikle yiiksek etki faktorlii (SCI/SCIE) dergiler
icin yaym hazirlayan arastirmacilar arasinda yaygin olarak tercih
edilmektedir. Bunun temel nedenleri arasinda uzun yillara dayanan
kurumsal ge¢misi, kapsamli atif stili destegi ve akademik
yayincilarla olan gii¢lii entegrasyonu yer almaktadir. Yazilim,
bireysel arastirmacilarin yani sira {niversiteler ve arastirma
kurumlan tarafindan saglanan kurumsal lisanslar araciligiyla da
yaygin bi¢cimde kullanilmaktadir (Brigham, 2014:1).

EndNote Teknik Altyapi, Programlama Dili ve Entegrasyon

EndNote’un masaiistii siiriimii, platforma 6zgii derlenmis bir
yazilim olarak gelistirilmis olup Windows ve macOS isletim
sistemlerini desteklemektedir. Yazilimm kaynak kodu a¢ik degildir;
ticari ve kapali kaynakli (proprietary) bir mimariye sahiptir.
Clarivate tarafindan gelistirilen EndNote’un arka planinda C/C++
tabanli ¢ekirdek bilesenler ve platforma 6zgii kullanici arayiizii
katmanlar1 bulundugu, ayrica web tabanli bilesenlerinde modern
web teknolojilerinin  kullanildigi  belirtilmektedir  (Clarivate,
2024:1).

EndNote, Web of Science, PubMed ve CrossRef gibi major
akademik wveri tabanlartyla dogrudan entegrasyon saglayarak
bibliyografik meta verilerin (yazar bilgileri, baslik, yaym yili, dergi
adi, DOI vb.) otomatik olarak i¢e aktarilmasina imkan tanimaktadir.
Ayrica BibTeX formatinda ice ve disa aktarma destegi sunmasi

sayesinde LaTeX tabanli akademik yazim ortamlariyla da uyumlu
sekilde ¢alisabilmektedir (Gilmour & Cobus-Kuo, 2011:1).

Microsoft Word ile entegrasyon, “Cite While You Write
(CWYW)” eklentisi araciligryla saglanmakta; bu sayede metin i¢i
atiflar ve kaynakg¢a listeleri yazim sirasinda otomatik olarak
olusturulabilmektedir. IEEE, APA, Vancouver ve Chicago gibi
binlerce atif stilinin desteklenmesi, EndNote’un farkli disiplinlerde
kullanimint miimkiin kilmaktadir.
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EndNote Lisanslama, Ucretlendirme ve Karsilastirmah
Degerlendirme

EndNote, Zotero gibi agik kaynak kodlu yazilimlardan veya
Mendeley gibi freemium modelini benimseyen araglardan farkl
olarak, ticari lisanslama modeli ile sunulmaktadir. Yazilim, bireysel
kullanicilar i¢in iicretli bir lisans gerektirirken; bircok iiniversite ve
arastirma kurumu EndNote erisimini kurumsal lisans kapsaminda
saglamaktadir (Ivey, 2016:1). Bu durum, EndNote’un bireysel
kullanicilar agisindan maliyetli bir ¢6ziim olarak algilanmasina
neden olabilmektedir.

Teknik acidan degerlendirildiginde, EndNote’un biiyiik
Olcekli kiitiiphaneleri yonetebilme kapasitesi ve gelismis filtreleme
ozellikleri 6nemli bir avantaj sunmaktadir. Bununla birlikte, kapali
kaynakli yapist nedeniyle kullanicilarin  yazilim iizerinde
Ozellestirme yapma imkanlarmin siirli olmasi ve lisans maliyetleri,
actk  kaynakli  alternatiflere  kiyasla  dezavantaj  olarak
degerlendirilmektedir ~ (Puckett, 2011:1). Ayrica kullanici
arayiizliniin gérece karmasik olmasi, yeni kullanicilar i¢in 6grenme
egrisini artirabilmektedir. Buna ragmen EndNote, giicli Word
entegrasyonu, kurumsal kabul gormiis yapist ve uzun siireli
akademik kullanim ge¢misi sayesinde kapsamli ve uzun soluklu
akademik projelerde giivenilir bir referans yonetim araci olarak
konumlanmaktadir.

Mendeley

Akademik ¢alismalarda bibliyografik verilerin yonetimi ve
aragtirma ¢iktilariin organize edilmesi amaciyla yaygin bigimde
kullanilan referans yonetim yazilimlarindan biri olan Mendeley,
Elsevier tarafindan gelistirilen ve hem masaiistii hem de web tabanl
bilesenlere sahip bir referans yonetim aracidir. ilk olarak 2008
yilinda piyasaya siiriilen Mendeley, zaman igerisinde yalnizca bir
referans yOneticisi olmaktan ¢ikarak, bulut tabanli senkronizasyon
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ve akademik sosyal ag dzelliklerini bir arada sunan biitiinlesik bir
platform haline gelmistir (Elsevier, 2024:1).

Sekil 5. Mendeley arayiizii

Mendeley Reference Manager
+ Add references

Q ar Reference All References E = Filters M View
All References
Recently Added AUTHORS YEAR TITLE SOURCE ADDED v FILE
Recently Read . Beyne, Tim; N... 2025 Improved Differential Cryp... IACR Trans... 4:39 PM &
Favorites

Linden, Greg; ... 2003 Amazon.com recommend... IEEE Inten... 4:37 PM

My Publications
Unsorted
Duplicates
Trash

T05C2025_3_10.p
COLLECTIONS dt

GROUPS

Mendeley, 6zellikle disiplinler aras1 ¢alisan arastirmacilar ve
erken kariyer akademisyenleri arasinda yaygin olarak tercih
edilmekte; licretsiz temel siiriimii sayesinde bireysel kullanicilar igin
erisilebilir bir ¢6ziim sunmaktadir. Bulut tabanli mimarisi,
kullanicilarin ~ farkli  cihazlar  iizerinden  kiitiiphanelerine
erisebilmesine ve verilerin otomatik olarak senkronize edilmesine
olanak tanimaktadir (Puckett, 2011:1).

Mendeley Teknik Altyapi, Programlama Dili ve Entegrasyon

Mendeley, hibrit bir mimariye sahiptir. Masaiistii
uygulamasi, ¢ok platformlu ¢alismayr miimkiin kilmak amaciyla
C++ ve Qt framework tabanli olarak gelistirilmistir; web arayiizii ve
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arka uc servislerinde ise modern web teknolojileri ve bulut
altyapilart  kullanilmaktadir. Yazilim kapali kaynak kodlu
(proprietary) olup Elsevier ekosistemiyle dogrudan entegre bicimde
calismaktadir (Elsevier, 2024:1).

Mendeley, PDF dosyalar1 iizerinden otomatik meta veri
cikarimi yapabilmekte; baslik, yazar bilgileri, yayimn yili ve DOI gibi
bibliyografik verileri kullanict miidahalesi olmadan kiitiiphaneye
ekleyebilmektedir. Ayrica Scopus ve ScienceDirect gibi Elsevier’e
ait akademik veri tabanlariyla giiclii bir entegrasyona sahiptir. Bu
entegrasyon, Ozellikle Elsevier dergilerinde yayin yapan
aragtirmacilar i¢in veri tutarliligl agisindan avantaj saglamaktadir
(Gilmour & Cobus-Kuo, 2011:1).

Microsoft Word ile entegrasyon, “Mendeley Cite” eklentisi
araciligiyla saglanmakta; bu sayede metin i¢i atiflar ve kaynakga
listeleri otomatik olarak olusturulabilmektedir. Ayrica BibTeX
formatinda disa aktarma destegi sunmasi, Mendeley’in LaTeX
tabanli akademik yazim ortamlariyla da birlikte kullanilabilmesine
olanak tanimaktadir.

Mendeley Lisanslama, Ucretlendirme ve Karsilastirmah
Degerlendirme

Mendeley, freemium lisans modeli ile sunulmaktadir. Temel
siirlim ticretsiz olup sinirli bulut depolama alani1 ve temel referans
yonetim Ozelliklerini icermektedir. Daha genis depolama alan1 ve
gelismis is birligi 6zellikleri ise ticretli abonelik planlar1 kapsaminda
sunulmaktadir (Elsevier, 2024:1). Bu model, bireysel kullanicilar
icin diisiik giris maliyeti saglarken, uzun vadeli ve yogun kullanim
senaryolarinda abonelik bagimlilig1 yaratabilmektedir.

Karsilastirmali olarak degerlendirildiginde, Mendeley’in en
giiclii yonlerinden biri bulut tabanli senkronizasyon ve grup
calismasma yonelik  ozellikleridir. Buna karsin, Elsevier

ekosistemine olan siki bagimlilig1 ve kapali kaynak kodlu yapisi,
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veri tagiabilirligi ve uzun vadeli erisim agisindan literatiirde elestiri
konusu olmustur (Puckett, 2011:1; Ivey, 2016:1). Ayrica dnceki
siiriimlere kiyasla masaiistii uygulamasmin 6zellestirilebilirliginin
azalmasi, teknik kullanicilar i¢in bir dezavantaj olarak
degerlendirilmektedir.

Bununla birlikte, kullanim kolayligi, ¢ok platformlu destek
ve lcretsiz temel siirim sunmasi sayesinde Mendeley, ozellikle
bireysel ve erken kariyer aragtirmacilari i¢in pratik ve erisilebilir bir
referans yoOnetim araci olarak akademik literatiirde 6nemli bir
konumda yer almaktadir.

Zotero

Akademik caligmalarda bibliyografik verilerin toplanmasi,
diizenlenmesi ve atif siireglerinin yonetilmesi amaciyla kullanilan
referans yonetim yazilimlarindan biri olan Zotero, agik kaynak kodlu
ve lcretsiz bir yazihm olarak gelistirilmistir. Ilk olarak Roy
Rosenzweig Center for History and New Media (George Mason
University) biinyesinde gelistirilen Zotero, gilinlimiizde kiiresel
Olgekte akademisyenler tarafindan yaygin bicimde kullanilan bir
referans yonetim aracidir (Puckett, 2011:1).

Sekil 6. Zotero arayiizii
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Zotero’nun temel ayirt edici 6zelligi, tamamen agik kaynakli
olmasi1 ve herhangi bir zorunlu lisans {icreti gerektirmemesidir. Bu
yoniiyle Zotero, 0Ozellikle bireysel arastirmacilar, lisansiistii
ogrenciler ve biitge kisitlar1 bulunan akademik kurumlar igin
erigilebilir bir ¢6ziim sunmaktadir (Ivey, 2016:1). Masaiistii
uygulamasi ve bulut tabanli senkronizasyon 6zellikleri sayesinde
kullanicillar,  farkli  cihazlar  {izerinden  kiitliphanelerine
erisebilmektedir.

Zotero Teknik Altyapi, Programlama Dili ve Entegrasyon

Zotero, ¢ok platformlu caligmayr destekleyecek sekilde
tasarlanmig olup Windows, macOS ve Linux isletim sistemlerinde
kullanilabilmektedir. Yazilimin masaiistii siirimii biiylik olcilide
JavaScript tabanli olup HTML ve CSS ile olusturulmus kullanici
araylizi katmanlar1 icermektedir. Ag¢ik kaynak kodlu yapisi
sayesinde Zotero, gelistirici toplulugu tarafindan stirekli olarak
giincellenmekte ve genisletilebilmektedir (Gilmour & Cobus-Kuo,
2011:1).

Zotero’'nun  tarayici tabanli  baglayicilar1  (browser
connectors), kullanicilarin akademik makaleleri, kitap kayitlarini ve
web tabanl kaynaklar1 tek tikla kiitliphaneye eklemesine olanak
tanimaktadir. PDF dosyalar1 {izerinden otomatik meta veri ¢ikarimi
yapilabilmekte; baslik, yazar bilgileri, yayin yil1 ve DOI gibi alanlar
otomatik olarak doldurulmaktadir. Ayrica PDF iizerinde vurgulama
(highlight) ve not alma 6zellikleri sunulmasi, Zotero’nun yalnizca
bir referans yoneticisi degil, ayn1 zamanda bir literatiir inceleme
araci olarak da kullanilabilmesini saglamaktadir (Puckett, 2011:1).

Kelime islemci entegrasyonu agisindan Zotero; Microsoft
Word, Google Docs ve LibreOffice ile uyumlu ¢alismakta ve yazim
sirasinda metin i¢i atiflarin ve kaynakga listesinin otomatik olarak
olusturulmasina imkan tanimaktadir. APA, IEEE, Chicago ve MLA
gibi yaygin referans stillerinin desteklenmesi, Zotero’nun farkli
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disiplinlerde kullanilabilirligini artirmaktadir (Gilmour & Cobus-
Kuo, 2011:1).

Zotero Lisanslama, Ucretlendirme ve Karsilastirmah
Degerlendirme

Zotero, agik kaynak lisans1 altinda dagitilan iicretsiz bir
yazilimdir. Temel kullanim i¢in herhangi bir lisans ticreti talep
edilmemekte; yalnizca ek bulut depolama alami gereksinimi
durumunda istege baglh iicretli planlar sunulmaktadir. Bu yoniiyle
Zotero, tamamen ticari lisanslama modelini benimseyen EndNote ve
freemium yapiya sahip Mendeley’den ayrilmaktadir (Ivey, 2016:1).

Karsilagtirmali degerlendirmelerde Zotero’nun en giiglii
yonleri arasinda platform bagimsizligi, agik kaynak kodlu yapisi ve
genis entegrasyon destegi yer almaktadir. Buna karsin, kurumsal
Olcekte merkezi yoOnetim ve gelismis ekip is birligi ozellikleri
acisindan RefWorks gibi SaaS tabanli ¢oziimlerin gerisinde kaldig1
literatiirde belirtilmektedir (Puckett, 2011:1). Bununla birlikte,
sundugu oOzellikler ve maliyetsiz erisim imkani goéz Oniinde
bulunduruldugunda Zotero, ozellikle bireysel tez ve makale
calismalarinda akademik literatiirde en yaygin benimsenmis referans
yonetim araglarindan biri olarak konumlanmaktadir.

Paperpile

Akademik ¢aligmalarda bibliyografik verilerin yoOnetimi,
PDF dosyalarinin diizenlenmesi ve metin i¢i atif siireclerinin
otomatiklestirilmesi amaciyla kullanilan referans  yoOnetim
araclarindan biri olan Paperpile, tamamen bulut tabanli (SaaS) bir
mimariye sahip modern bir yazilimdir. Paperpile, 6zellikle Google
Docs ile derin entegrasyonu sayesinde, ¢cevrim i¢i akademik yazim
stireclerini desteklemek {izere tasarlanmistir. Bu yoniiyle Paperpile,
klasik masaiistii tabanli referans yonetim yazilimlarindan farkli bir
kullanim paradigmasi sunmaktadir (Ivey, 2016:1).
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Sekil 7. Paperpile arayiizii

@

Kaynak: Paperpile (n.d.)

Paperpile’in temel yaklasimi, kullanicilarin akademik
kaynaklarimi yerel depolama yerine bulut ortaminda yonetmelerine
olanak tanimak ve ¢oklu cihazlar arasinda kesintisiz senkronizasyon
saglamaktir. Bu mimari yapi, 6zellikle ¢evrim ici ve is birligine
dayali akademik ¢aligma ortamlarinda verimliligi artirmaktadir.
Yiiklenen kullanim rehberinde de belirtildigi iizere, Paperpile
Google hesabi lizerinden c¢alismakta ve Google Drive ile biitiinlesik
bir yap1 sunmaktadir

Paperpile Teknik Altyapi, Programlama Dili ve Entegrasyon

Paperpile, masatistii odakli bir yazilim yerine web tabanl bir
platform olarak gelistirilmistir. Arka planda modern web
teknolojileri (JavaScript tabanli istemci mimarisi ve bulut servisleri)
kullanilarak tasarlanan sistem, kullanicilarin tarayici iizerinden
erisim saglamasina imkan tanimaktadir. Paperpile’in en ayirt edici
teknik 6zelligi, Google Docs ile yerel bir eklenti (add-on) seklinde
calismasidir.

Yiiklenen dokiimanda ayrintili bicimde gosterildigi lizere,
Paperpile Chrome uzantis1 araciliiyla web {izerinden makale
toplama, PDF yiikleme ve otomatik meta veri ¢ikarimi iglemlerini
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desteklemektedir.Kullanic1  yalnizca PDF dosyasint  sisteme
yiiklemekte; Paperpile, makalenin bagligi, yazarlari, yayinlandigi
dergi ve yil gibi bibliyografik bilgileri otomatik olarak tanimlayarak
kiitiiphaneye aktarmaktadir. Bu 6zellik, literatiirde modern referans
yonetim yazilimlarinin en 6nemli verimlilik kazanimlarindan biri
olarak degerlendirilmektedir (Gilmour & Cobus-Kuo, 2011:1).

Paperpile, Google Docs igerisinde metin yazimi sirasinda
otomatik atif ekleme ve kaynakca olusturma islevlerini dogrudan
belge tizerinde sunmaktadir. APA, IEEE, Chicago ve Harvard gibi
cok sayida referans stilinin desteklenmesi, yazilimin farkl
disiplinlerde kullanilabilirligini artirmaktadir. Ayrica PDF okuma,
vurgulama (highlight) ve not alma 6zelliklerinin bulutla senkronize
edilmesi, Paperpile’1 yalnizca bir referans yoneticisi degil, ayni
zamanda bir literatiir inceleme araci haline getirmektedir

Paperpile Lisanslama, Ucretlendirme ve Karsilastirmal
Degerlendirme

Paperpile, abonelik tabanli ticari lisanslama modeli ile
sunulmaktadir. Yazilim, kullanicilarina sinirli siireli deneme imkani
saglamakta; deneme siiresi sonrasinda aylik veya yillik abonelik
gerektirmektedir. Bu yoniiyle Paperpile, Zotero gibi tamamen
ticretsiz ve agik kaynakli ¢ozlimlerden ayrilmakta; Mendeley ve
EndNote gibi ticari yazilimlarla benzer bir konumda yer almaktadir
(Ivey, 2016:1).

Karsilagtirmali degerlendirmelerde Paperpile’in en giiglii
yonii, Google Docs ile kusursuz entegrasyonu ve bulut tabanh
calisma modelidir. Ozellikle ortak belgeler iizerinde es zamanli
calisan aragtirma gruplari i¢in 6nemli avantajlar sunmaktadir. Buna
karsin, Microsoft Word ve ¢evrimdisi caligma senaryolar1 agisindan
masaiistii tabanli ¢coziimlerin (EndNote, Bookends) gerisinde kaldig1
literatiirde belirtilmektedir (Puckett, 2011:1).
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Sonu¢ olarak Paperpile, Google ekosistemi merkezli
akademik yazim yapan arastirmacilar i¢in giiclii ve modern bir
¢Oziim sunarken; veri kontroliinii yerel ortamda tutmak isteyen veya
cevrimdisi ¢caligmaya ihtiya¢ duyan kullanicilar i¢in daha sinirl bir
alternatif olarak degerlendirilmektedir.

Citavi

Akademik arastirma siireglerinde yalnizca bibliyografik
verilerin yonetilmesi degil, ayn1 zamanda literatiirden elde edilen
bilgilerin sistematik bi¢imde analiz edilmesi ve yapilandirilmasi da
bliyiik 6nem tasimaktadir. Bu ihtiyaca yonelik olarak gelistirilen
Citavi, Swiss Academic Software tarafindan sunulan ve referans
yonetimini  bilgi ve bilgi birikimi yOnetimi (knowledge
management) ile biitlinlestiren kapsamli bir akademik yazilimdir.
Citavi, oOzellikle tez ve doktora diizeyindeki c¢alismalar icin
tasarlanmis olup, klasik referans yoneticilerinden farkli olarak
arastirma siirecinin tamamini desteklemeyi amacglamaktadir (Swiss
Academic Software, 2024:1).

Citavi, Avrupa merkezli akademik kurumlarda yaygin
bicimde kullanilmakta ve ozellikle Almanya, Isvicre ve
Avusturya’daki iiniversitelerde kurumsal lisanslar araciligiyla
Ogrencilere ve akademisyenlere iicretsiz olarak sunulmaktadir.
Literatiirde Citavi, “tez odakli referans yOnetim yazilimi” olarak
tanimlanmakta ve uzun soluklu akademik projelerde sundugu
yapilandirma araglariyla 6ne ¢ikmaktadir (Becker, 2013:1).

Citavi Teknik Altyap1 ve Yazihm Mimarisi

Citavi, temel olarak Windows isletim sistemi igin
gelistirilmis masatistii tabanli bir yazilimdir ve kapali kaynak kodlu
(proprietary) bir mimariye sahiptir. Yazilim, Microsoft .NET tabanl
teknolojiler kullanilarak gelistirilmis olup, yerel projeler (offline) ve
bulut tabanli projeler (Citavi Cloud) arasinda se¢im yapilmasina

olanak tanimaktadir (Swiss Academic Software, 2024:1).
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Citavi'nin teknik altyapisi, bibliyografik meta verilerin
ISBN, DOI ve PMID gibi tanimlayicilar araciligiyla otomatik olarak
elde edilmesini desteklemektedir. Ayrica Citavi Picker tarayici
eklentisi sayesinde Google Scholar, kiitliphane kataloglar1 ve
akademik veri tabanlarindan dogrudan kaynak ekleme imkam
sunulmaktadir. Bu 0Ozellikler, Citavi’nin yalnizca bir referans
yoneticisi degil, ayn1 zamanda kapsamli bir literatiir toplama araci
olarak kullanilmasini miimkiin kilmaktadir (Becker, 2013:1).

Microsoft Word entegrasyonu, Citavi’nin gii¢lii yonlerinden
biridir. Word eklentisi araciligiyla metin i¢i atiflar ve kaynakca
listeleri yazim sirasinda otomatik olarak olusturulmakta; APA,
IEEE, Chicago ve Vancouver gibi yaygin atif stilleri
desteklenmektedir. Bu entegrasyon, Ozellikle tez yazim siirecinde
bicimsel tutarliliin  korunmasini kolaylagtirmaktadir (Swiss
Academic Software, 2024:1).

Citavi Bilgi Yonetimi, Lisanslama ve Akademik Degerlendirme

Citavi’yi benzer referans yonetim yazilimlarindan ayiran
temel unsur, bilgi organizasyonuna yonelik gelismis ozellikleridir.
Yazilim, kullanicilarin makalelerden elde ettikleri dogrudan
alintilari, 6zetleri ve yorumlari ayr1 “knowledge items” olarak
saklamasina ve bunlar1 kategori agac¢lar1 altinda yapilandirmasina
olanak tanimaktadir. Bu yaklagimin, tez yazim siirecinde
arglimanlarin sistematik bicimde gelistirilmesine katki sagladigi
literatiirde vurgulanmaktadir (Becker, 2013:1).

Lisanslama agisindan Citavi, bireysel kullanicilar i¢in licretli
bir model benimsemekte; ancak bir¢ok lniversitenin Citavi ile
kurumsal lisans anlasmasi bulunmasi nedeniyle 6grenciler ve
akademisyenler yazilimi ticretsiz olarak kullanabilmektedir. Bu
durum, Citavi’nin bireysel kullanimdan ziyade kurumsal akademik
ortamlar i¢in optimize edilmis bir ¢6ziim olarak konumlanmasina
yol agmaktadir (Swiss Academic Software, 2024:1).
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Akademik degerlendirmelerde Citavi, referans yonetimi ile
bilgi yonetimini birlestiren yapis1 sayesinde 6zellikle tez ve doktora
calismalarinda avantajli bir arag¢ olarak tanimlanmaktadir. Buna
karsin, yalnizca Windows platformunu desteklemesi ve bireysel
lisans maliyetinin yiiksek olmasi, Citavi’nin literatiirde dile getirilen
baglica smirliliklar: arasinda yer almaktadir (Becker, 2013:1). Buna
ragmen, sundugu arastirma odakli yaklagim sayesinde Citavi,
akademik yazim siirecini biitiinciil bigimde ele alan ileri diizey bir
referans yonetim sistemi olarak kabul edilmektedir.

SONUC VE DEGERLENDIRME

Bu c¢alismada, akademik aragtirmalarda yaygin olarak
kullanilan referans yonetim yazilimlar;; teknik altyapilari,
lisanslama modelleri, entegrasyon yetenekleri ve kullanim amaglar1
acisindan karsilastirmali olarak incelenmistir. Dijitallesmenin
akademik {iretim siireglerine hizla entegre oldugu giinlimiizde,
literatiir taramasi, kaynak yonetimi ve atif olusturma siireclerinin
manuel yontemlerle yiiriitiilmesi hem zaman kaybina hem de
bicimsel hatalara yol acabilmektedir.

Calisma kapsaminda ele alinan Zotero ve JabRef gibi acik
kaynakli ¢ozlimler, biitce kisit1 bulunan arastirmacilar i¢in énemli
avantajlar sunarken; EndNote ve RefWorks kurumsal entegrasyon
yetenekleriyle biliyiik 6lgekli akademik ortamlarda 6ne ¢ikmaktadir.
Bookends ve Mendeley ise bireysel ve bulut tabanli kullanim
senaryolarinda esnek ¢oziimler sunmaktadir.

Citavi, referans yonetimini bilgi organizasyonu ve tez yazim
stireciyle biitlinlestiren yaklasimi sayesinde oOzellikle lisansiistii
caligmalar i¢in giiclii bir alternatif olarak degerlendirilmektedir.
Sonug olarak, tek bir yazilimin tiim kullanici profilleri i¢in en uygun
¢Oziim olmasi beklenmemeli; arastirmacilarin ¢aligma tiiriine, teknik
gereksinimlerine ve biitce olanaklarina gore bilingli bir tercih
yapmalar1 gerekmektedir.
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BOLUM 11

KONUSMA DUYGU TANIMA ICIN
OZELLIK ANALIZI

Kenan DONUK!

Giris
Konusma Duygu Tanima (KDT), insan konugmasinin altinda
yatan duygusal durumlarin zeki sistemler aracilifiyla otomatik
olarak algilanmasina odaklanan sinyal isleme ile derin 6grenmeyi
birlestiren aktif bir alandir. Konusma sinyallerinin akustik 6zellikleri
kullanilarak, konusulan sozciiklerin duygusal igerigi yorumlanir.
Insan-Bilgisayar etkilesiminde zeki sistemlerin kullanicilarla daha
dogru ve empatik bir sekilde etkilesim kurabilmesi icin ses
sinyallerinden duygusal ipuglarini tespit edip degerlendirebilmeleri
gerekmektedir. KDT teknolojileri, miisteri hizmetlerinde (Raisi &
Mourhir, 2024), sesli asistanlarda (Ma & ark., 2025), egitim
sistemlerinde (Xian, 2022), ruh saghgini izlemede (Jordan & ark.,
2025), duygu temelli tehdit degerlendirmesi (Jena & ark., 2025)
dahil olmak {izere c¢esitli alanlarda kullanilmaktadir. KDT
teknolojileri, ses sinyallerindeki zamansal dinamikler ve spektral
ozellikler de dahil olmak {izere akustik parametreleri analiz ederek
ses sinyallerinden duygusal durumlar1 tanimlayan gelismis bir

' Dr. Ogr. Uyesi, Sirnak Universitesi, Bilgisayar Miih., 0000-0002-7421-5587
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hesaplama metodolojisi sunar. Metodoloji li¢ asamali bir islem hatt1
iizerinden ilerlemektedir: sinyal 6n isleme, akustik 6zellik ¢ikarma
ve akustik tamimlayicilari  duygusal kategorilere esleyerek
siniflandirmayi ger¢eklestiren makine 6grenimi veya derin 6grenme.
Sekil 1’de KDT stireci gosterilmistir.

Sekil 1 KDT Stireci

\ 4

\4

Simiflandirma

On isleme Ozellik Cikarma

Konusma Duygu Tanimada ses sinyallerine uygulanan 6n
islem adimlarindan sonra gerceklesen 6zellik ¢ikarma, genellikle
duygusal ifadenin farkli dinamiklerini yakalayan birden fazla
akustik kategoriyi icerir. Cagdas KDT arastirmalar1 agirlikli olarak
spektral tabanli 6zellikleri kullanmakta ve bu 6zellikler literatiirde
(Liu & Yuan, 2023; Singh & ark.,, 2023) iyi performanslar
sergilemektedirler. Bu 6zellikler 6nemli basarilar géstermis olsa da,
KDT alan1 hala ¢ok sayida temel sinirlamayla bogusmaktadir.
Baslica zorluklar arasinda smirli agiklamali veri kiimeleri,
genellemeyi etkileyen kiiltlirel degigkenlik, sinif dengesizligi
sorunlari, konugmaciya bagimli ve konusmacidan bagimsiz modeller
arasindaki onemli performans farkliliklar1 yer almaktadir. Bu
zorluklarin iistesinden gelmek, uygun simiflandirma mimarilerinin
yani sira uygun Ozellikler ve o0zellik kombinasyonlarinin
kullanimiyla miimkiindiir. Bu boliim, konusma sinyalindeki spektral
ve zamansal kategorilerinden ©Onemli olan akustik Ozellikleri
aciklayan ve analiz eden bir ¢erceve sunmaktadir.
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Spektral Tamimlayicilar

Spektral tanimlayicilar, farkli duygusal durumlara ait ses
enerjisinin dagilimini ve nasil degistigini analiz ederek, insanin ses
ozelliklerini karakterize eden temel akustik parametrelerdir. Bu
parametreler veya bu Oznitelik vektorleri konusma analizinden
miizik tanimaya kadar bir¢ok uygulamada ses igeriginin
tanimlanmasini ve siiflandirilmasini saglar.

e Mel-Frekans Cepstral Katsayilari

Davis and Mermelstein tarafindan 1980 yilinda tanitilan
(Davis & Mermelstein, 1980) Mel-Frekans Cepstral Katsayilari
(MFCK) insan kulaginin sesi algilama bi¢imini taklit eden ve ses
analizinde kullanilan en yaygin spektral 6zelliklerden biridir.
MFCK ¢ikarimi, yedi asamali bir metodoloji kullanarak konusma
duygu tanimada 6nemli bir 6zellik ¢gikarma yaklagimini olusturur. Bu
yaklagimda, ilk adimda istege bagli olarak genelikle yiiksek frekansli
bilesenleri  belirginlestirmek igin  6n  vurgulama islemi
gerceklestirilir. On vurgulama adiminm ardindan duragan olmayan
ses sinyallerinden anlamli akustik Ozelikler ¢ikarmak igin ses
sinyaline 20-40 ms'lik cergevelerle segmentasyon uygulanir.
Segmentasyon sonucunda olusan spektral sizintilar1 azaltmak i¢in
cergevelere pencereleme islevi uygulanir (Hamming, 1983). Kisa
araliklarla segmente edilen ses sinyali bu araliklarda duragan kabul
edilerek Kisa Zamanl Fourier Dontistimii (KZFD) uygulanarak bu
araliklarda sinyalin frekans icerigi elde edilir (Gabor, 1946). KZFD
den sonra mel Olcekli filtre bankalar1 (20-40 adet ticgen filtreler),
insan isitme Ozelliklerine dayali olarak ilgili frekans bilgilerini
cikarirlar. Bu asamadan sonra insan isitme algisiyla uyumlu bir
logaritmik islem gerceklesir. Bu islemin ardindan Ayrik Kosiniis
Dontisiimii (AKD) ile sinyaldeki 06zellik korelasyonu ortadan
kaldirilir. Daha sonra elde edilen ve genellikle ilk 12-13 katsay1, son
MFCK gosterimini  olusturur. Bu goOsterim konusma spektral
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ozelliklerinin kapsamli bir karakterizasyonunu saglar. Sekil 2’de
MFCK cikarim siireci gosterilmistir.

Sekil 2 MFCK Cikarim Siireci

Pencereleme

Hizh Fourier
Doniisiimii

Ayrik Kosiniis Logaritma Mel Filtreleme
Doniisiimii

MFCK ¢ikarma iglemi, yiiksek frekansli bilesenlerin etkisini

artirmak i¢in opsiyonel olarak Denklem 1’deki On-vurgu
filtrelemesiyle baslar. Denklemde y[n] parametresi 6n-vurgulanmig
¢iktiy1, x[n] parametresi giris sinyalini, a parametresi 6n-vurgulama
katsayisini (0.95-0.97), n parametresi sinyalin 6rnek indeksini temsil
eder.

y[n] = x[n] —a- x[n — 1] (1)

On vurgulamanin ardindan ses sinyali, en kiigiik akustik
anlamli degisimin gerceklestigi 20-40 ms'lik kisa gercevelere
boliiniir. Bu boliinmeler gergeklesirken bilgi kaybinin dniine gegmek
icin cerceveler %50 oraninda Ortlistliriiliir. Sekil 3'te ses sinyali
iizerindeki cerceveleme siireci ve ortiisme gosterilmistir.
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Sekil 3 Ses Sinyali Cerceveleme ve Ortiisme

Cerceve 1 Cerceve 3

Cerceve 2 Cerceve 4

Spektral sizintiy1 azaltmak i¢in Denklem 2'de fonksiyonu
verilen Hamming pencereleme, ses sinyalindeki her cerceveye
uygulanir. Cercevelere uygulanan pencereleme islemi Denklem 3’te
verilmigtir. Denklemlerde yer alan parametreler sunlardir: w{n]
parametresi Hamming pencere degerini; N parametresi penceredeki
toplam ornek sayisini; n parametresi ornek indeksini; 0.54, 0.46
sabitleri Hamming katsayilarini, y[n] parametresi pencerelenmis
¢ikis sinyalini; x[n] parametresi giris sinyalini veya 6n-vurgulanmig
giris sinyalini temsil eder.

wln] = 0.54 — 046 - cos () )

N-1
y[n] = x[n] - w[n] (€)

Pencerelenmis sinyale Denklem 4’te verilen KZFD islemi
uygulanarak sinyal Ornegi zaman alanindan frekans alanina
doniistiiriiliir. Frekans bileseninin tasidig: giic degeri ise Denklem 5
ile hesaplanir. X[k] parametresi KZFD katsayisini, x[n] parametresi
pencerelenmis konusma sinyal Ornegini, N parametresi KZFD
uzunlugunu, k parametresi frekans araligini, j parametresi sanal
birimi, P[k] parametresi gii¢ spektrumunu temsil eder. Sekil 4’te ses
sinyalinin zaman alanindan frekans alanina doniisiimii gosterilmistir.
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X[k] = X5 x[n] - e72men/N )
P[k] = |X[K]|? (5)

Sekil 4 Ses Sinyalinin Zaman Alanindan Frekans Alanina

Doniisiimii

Kaynak: Nano Banana Pro, 2025

Denklem 6 kullanilarak, frekans degerleri insan algisiyla
uyumlu mel-frekans degerlerine doniistiiriiliir. Bu asamadan sonra
Denklem 5°te hesaplanan gii¢ spektrumu, Denklem 7 ile 20-40 tiggen
filtreden olusan bir mel 6l¢ekli filtre bankasindan gegirilir. Denklem
6 ve 7’deki parametreler sunlardir: mel(f) parametresi mel
frekansini, f parametresi frekansi, 2595 ve 700 sayilari doniigiim
sabitlerini, S[m] parametresi filtre enerjisini, P[k] parametresi
spektrumu, H,,[k] parametresi filtre tepkisini, m parametresi filtre
indeksini temsil eder. Sekil 5’te mel-6l¢ekli zaman-frekans gosterimi
verilmistir. Sekildeki farkli renkler ses siddetinin desibel tiirtinden
farkli seviyelerini temsil etmektedir.

mel(f) = 2595 - logy, (1 + %O) (6)
S[m] = Y{Z5 P[K] - Hi[K] (7
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Sekil 5 Mel Spektrogram
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Filtre bankasi ¢iktilarina, logaritmik sekilde ¢alisan insan ses
algisina uygun olarak Denklem 8’de verilen logaritmik sikistirma
islemi uygulanir. Logaritmik sikistirma isleminden sonra Ayrik
Kosiniis Dontigiimii (AKD) uygulanir. Bu doniisiim ile enerji
katsayilar1 birbirinden bagimsiz hale getirilerek daha az boyuta sahip
bir sikistirilmis ses Ozelligi vektorii elde edilir. Denklem 9 ve
Denklem 10'da sirasiyla AKD islemi ve MFCK vektoriinii olusturan
13 adet katsayinin gosterimi verilmistir. Bu denklemelerde yer alan
parametreler sunlaridir: L[m] parametresi log enerjiyi, S[m]
parametresi filtre enerjisini, m parametresi filtre indeksini, C[n]
parametresi cepstral katsayilari, M parametresi filtre sayisini, n
parametresi  katsay1r indeksini temsil etmektedir MFCK
katsayilarinin olusturdugu gorsel Sekil 6’da verilmistir.

L{m] = In(S[m]) ®)
Cln] = IMZbL{m] - cos (*22) ©)
MFCK = [Cy, Cy, Cs, .., Ci3] (10)
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Sekil 6 MFCK Cergeve Basina 13 Adet Katsayr Gosterimi
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MFCK spektral ozelligi, KDT ve bircok farkli alanda
kullanilan en yaygin sinyal temsillerinden biridir (Abdul & Al-
Talabani, 2022). MFCK, belirli araliklara boliinmiis ve sinyaldeki
her aralik i¢in zaman ekseni boyunca ayni1 sayida katsay1 igeren bir
temsil olusturmaktadir. Literatirde MFCK 6zelliginin kac adet
katsay1 ile daha iyi bir temsil ortaya koyacagi aktif bir aragtirma
konusudur (Rakibul Hasan & ark., 2021). MFCK katsay1 adeti
uygulama alanina gore degisse de genellikle 12-13 katsay1 ile ifade
edilmektedir. Literatiirde MFCK o6zelligi insan isitme sistemine
yakin bir temsili ifade etmekte oldugundan ve sesin karekterini
saglam bir sekilde yansittigindan KDT alaninda 6nemli bir yere
sahiptir. KDT alanindaki algoritmalarda modelden daha yiiksek
dogruluklar elde etmek icin MFCK ile beraber diger akustik
ozellikler birlestirilir (Bhangale & Kothandaraman, 2023; Jothimani
& Premalatha, 2022). MFCK temsilinin yaninda MFCK’daki
spektral zarfin zamansal dinamiklerini yakalamak i¢in MFCK’nin 1.
ve 2. tiirevleride kullanilmaktadir (Aldarmaki & ark., 2022). Sekil
7’de MFCK’nin orijinal formu, 1. ve 2. tlirevleri gosterilmistir. 1.
tiirev MFCK’nin zaman i¢indeki katsay1 degisimini ortaya koyarken,
2. tiirev degisimin hiz1 hakkinda bilgi vermektedir.
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Sekil 7 MFCK 'nin Orijinal Formu, 1. ve 2. Tiirevieri

MFCK (Mel-Frekans Cepstral Katsayilar)
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e Spektral Agirhk Merkezi

Spektral Agirlik Merkezi (SAM), ses sinyalindeki frekans
spektrumunun agirlik merkezini isaret eden, sesin parlaklik algisini
Olcen ve yaygin olarak kullanilan akustik bir ses 6zelligidir. Yiiksek
SAM degeri, yliksek frekansli bilesenlerin agirli§inin arttiginm diisiik
SAM degeri ise diisiik frekanshi bilesenlerin agirligimin yiiksek
oldugunu gosterir (Bhangale & Kothandaraman, 2023).

_ =1 f(0)-[X(0)|

SAM = Th=1 X)) (1)

Denklem 11'de, f(n) her frekans bdlmesinin merkez
frekansini, |X(n)| o frekans bandindaki sinyal biiyiikligiini, N
toplam bolme sayisint ve n bdlme endeksini ifade eder. Bu
karsilik gelen enerji degerleriyle
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agirliklandirarak SAM degerini hesaplar. Bir konugma sinyalindeki
SAM'in zaman-frekans eksenindeki gosterimi Sekil 8'de verilmistir.

Sekil 8 Spektral Agirlik Merkezi
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SAM, ses sinyalindeki ¢ergeve basina 1 adet skaler deger ile
temsil edilen bir spektral ozelliktir. Bu Ozellikte diger akustik
ozellikler ile beraber kulanilarak giris temsilinin ayirt edici giiciinii
arttirmaktadir. Literatiirde duygusal uyarilma diizeyinin temsilinde
ayirt edici bir gorev iistlenmektedir (Sievers & ark., 2019). Diisiik
SAM degerleri sakin, lizgilin etiketli duygusal durumlara, yiiksek
SAM degerleri o6fkeli, mutlu etiketli duygusal durumlara isaret
etmektedir (Liu & ark., 2018).

e Spektral Diisiim Frekansi

Spektral Diisiim Frekanst (SDF), spektrumun toplam
enerjisinin belirli bir yiizdesinin (genellikle %85) hangi frekansin
altinda kaldigin1 6lgen (Mashhadi & Osei-Bonsu, 2023) bir akustik
ozelliktir. Frekanslar arasindaki enerji dagiliminmi Ozetler ve ses
sinyalinin bant genisligini karakterize etmek i¢in kullanilir. Diistik
frekansta diisiim degerleri diisiik frekansli yogun sinyalleri, yiiksek
frekansta diisiim degerleri ise daha yiiksek frekansli yogun sinyalleri
gosterir. Denklem 12'de SDF hesaplamasi verilmistir.

T IX®W)I? = aZio, 1X(K)]? (12)
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Denklem 12’deki parametrelerden m, kiimiilatif enerjinin
esik degerini karsiladig1 noktay1 gosteren diisiis indeksini belirtir. N,
toplam frekans bolmesi (bin) sayisini temsil eder. |X(k)|?, k.
frekanstaki spektral giicii, a diisiis noktasini tanimlayan toplam
enerjinin yiizde kagini belirleyecegi esik oranidir (genellikle 0,85
veya 0,95). Denklem 12, esitligin sol tarafinin sag tarafa esit veya
daha biiyiik oldugu ilk m degerini bulur; bu deger, diisiim frekansini
belirler. Sekil 9'da bir ses ornegi tizerinde SDF'nin gosterimi
verilmistir.

Sekil 9 Spektral Diisiim Frekanst
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Frekans spektrumunda toplam enerjinin belirli bir yiizdesinin
altinda kalan frekansi ifade eden SDF, ses sinyalindeki cergeve
bagina 1 adet skaler deger ile temsil edilen bir spektral 6zelliktir.
Farkli spektral dagilimlar farkli duygular isaret edebileceginden
duygu siiflandirmasinda giris temsilinin ayirt edici giiniin
artirlmasinda diger ozelliklerle beraber kullanilir (Mashhadi &
Osei-Bonsu, 2023). Ornegin korku ve kizginhk duygusal
durumlarinda SDF yiiksek iken igrenme ve iizlinti duygusal
durumlarinda diisiik SDF degeri dl¢lilmiistiir (Chandrasekar & ark.,
2014). Baska bir ¢alisma SDF’nin duygu tanima dogrulugu tizerinde
en iyi ikinci etkiye sahip oldugunu gostermektedir (Van & ark.,
2022).
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e Spektral Bant Genisligi

Spektral Bant Genisligi (SBG), ses sinyallerinde spektral
enerjinin spektral agirlik merkezi etrafindaki dagilimini niceliksel
olarak ifade eden bir dl¢iittiir (Lin & ark., 2014). Denklem 13'te SBG
hesaplamasi verilmistir.

_  [ZnS(n) [f(n)-SAM]?
SBG‘J TS (13)

Bu formiilasyonda, S(n) n. frekanstaki spektral biiytiklugi,
f(n) n’inci bilesene karsilik gelen frekans degerini, SAM spektral
agirlik merkezini ifade eder. Sekil 10°da SBG'nin bir ses 6rnegi
tizerindeki gosterimi verilmistir.

Sekil 10 Spektral Bant Genigligi
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SBG, KDT sistemlerinde  yaygin olarak kullanilan
tamamlayici1 bir akustik 6zelliktir. Her ¢ergeve sinyali i¢in 1 adet
degerle temsil saglar. Bant genisliginin daraltilmasi duygu tanima
basarisini olumsuz etkiledigi belirtilmistir (Lech & ark., 2020).

e Spektral Aki

Bu o6zellikte diger spektral 6zellikler gibi konugma sinyalinin
onemli 6zellikleri arasinda yer alir. Spektral Aki (SA) bir sinyalin
enerji dagiliminin zaman icindeki degisim orani ve konusmanin
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dinamik yapist hakkinda bilgi saglayan bir 6zelliktir (Zeng & ark.,
2025). Her gercevenin gii¢ spektrumunun bir dnceki ¢er¢evenin gii¢
spektrumuyla karsilagtirilmasiyla hesaplanir . Denklem 14'te SA
hesaplamasi verilmistir.

SA = ¥E_,(IX(n,K)| — [X(n — 1,k)|)? (14)

Verilen denklemde n c¢erceve indeksini, k frekans
bolmelerini ve K toplam bélme sayisimt belirti. X(n, k) n.
zamandaki, k. frekanstaki spektral blyiikliige karsilik gelirken,
X(n —1,k) bir 6nceki zaman ¢ercevesindeki ayni frekans binine
karsilik gelen spektral biiyiikliigi ifade eder. Sekil 11°de SA'nin bir
ses Ornegi lizerindeki gosterimi verilmistir.

Sekil 11 Spektral Ak
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KDT alanindaki énemli akustik 6zelliklerden biri olan SA,
konugma sinyalindeki spektral icerigin c¢erceveler arasi hiz
dinamigini yakalayarak zamana duyarli bir temsil ortaya koyar.
Cergeve basina 1 adet 6zellik degerine karsilik gelen SA, akustik ve
prozodik diger Ozellik degerleriyle beraber kullanilarak duygu
tanima performansina katkida bulunur. Yapilan bir arastirmada
(Gingras & ark., 2014) yanlizca Spektral Aki ve Spektral Entropinin
bir konugmacinin uyarilmislik derecelerindeki degiskenligin %65’ ni
acikladigini ortaya koymustur.
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e Spektral Kontrast

Spektral Kontrast (SK), frekans spektrumunun yiiksek enerji
bolgeleri (tepeler) ve diisiik enerji bolgeleri (vadiler) arasindaki fark:
hesaplar (Toleu & ark., 2024). Denklem 15'te Spektral Kontrast
hesaplamasi verilmistir.

Kie(t
Skontrast (t) = log(peaky(t)) — log(valleyy (t)) = log (V};ife;:(g))( 5)

Denklem 15’deki Spektral Kontrast parametrelerinden k
frekans bandi indeksini, t zaman ¢ercevesini, peak; (t) o banttaki
spektrumun tepe (maksimum) genlik degerini, valley;(t)
spektrumun vadi (minimum) genlik degerini temsil eder. Logaritmik
olgekleme ifadesi tepe-vadi oranin1 daha dengeli bir sekilde temsil
eder. Sekil 12°de Spektral Kontrast’in bir ses Ornegi ilizerindeki
gosterimi verilmistir.

Sekil 12 Spektral Kontrast
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KDT sistemlerinin énemli spektral 6zelliklerden biri olan
SK, farkli uyarilma seviyelerine sahip duygular1 ayirt etmedeki
etkinligi nedeniyle KDT sistemlerindeki tahmin dogrulugu tizerinde
onemli katkilar1 mevcuttur (Kumar & Thiruvenkadam, 2021).
Yiiksek kontrast degerleri belirgin harmonik bilesenlere karsilik

gelirken, diisiik kontrast degerleri genis bantli, giirtiltiilii bilesenlere
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karsilik gelmektedir. SK, ortalama spektral bilgiyi iceren ve spektral
dagilimi kaybeden MFCK gibi spektral 6zelliklerden farkli olarak
daha ayrintili ve goreceli spektral 6zelliklere sahip olmasiyla miizik
tiiriinlin ayirt edilmesinde etkilidir (Jiang et al., 2002). MFCK gibi
spektral ozellikler ile birlestirilerek duygu siniflandirma basarisinda
etkili rol oynamaktadir. Ornegin 3 adet konusma verisetinin
kullanildigr  bir calismada SK, 7 ozellikk (MFCK ve
Melspektrograminda oldugu) arasindan tekil 6zellik kullaniminda
dogruluk siralamasinda 3. sirada yer alirken, MFCK ve
Melspektrogram ile birlestirildiginde ise 4 adet kombinasyon
arasindan en iyi kombinasyon olarak tespit edilmistir (Dair & ark.,
2021). KDT alanindaki ¢calismalarda SK temsili i¢in ¢ergeve basina
genellikle 6 veya 7 adet 6zellik kullanilmaktadir.

Zamansal Tammmlayicilar

KDT’deki zamansal tanimlayict ozellikler, konusma
sinyalinin kisa zaman araliklarindaki zamansal dinamiklerini
yansitir ve duygu tanimada kritik bir rol oynar. Karekok Ortalama
Enerji (KOE) degerleri, bir ses sinyalinin gii¢ icerigi hakkinda bilgi
saglarken, Sifir Gegis Oran1 (SGO) sinyalin spektral icerigini veya
sinyal isaretinin ne siklikla degistigini Olgcer. Bu zamansal
parametreler, spektral oOzellikler ile birlestirildiginde, duygusal
durumlarin daha etkili bir sekilde temsil edilmesini saglar.

e Karekok Ortalama Enerji

Karekok Ortalama Enerji (KOE), cerceve seviyesinde bir ses
sinyalinin ortalama enerji diizeyini ve sinyalin “gli¢lii”’ ya da “zayif”
oldugunu gosteren bir Ol¢iittiir. Konugma duygu tanimada, 20-40
ms'lik araliklarda hesaplanan KOE degerleri, duygusal igerigi
belirlemek i¢in ses sinyalinin yogunlugunu 6lger. Denklem 16°da
KOE formiilii verilmistir.

KOE = [LSN=dx[n]? (16)
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KOE denkleminde N toplam 6rnek sayisini, x[n] her bir
zaman noktasindaki sinyal genligini, n ise ornekleme indeksini
temsil eder. Denklem, tiim sinyal 6rneklerinin karelerinin toplamini
alir, 6rnek sayisina boler ve karekokiinii hesaplayarak sinyalin etkin
giiciinii verir. Bu yontem, ses sinyalinin ortalama enerjisini tek bir
degerle ifade ederek duygu tanimada kullanilir. Sekil 13°te KOE nin
bir ses 0rnegi lizerindeki gosterimi verilmistir.

Sekil 13 Karekék Ortalama Enerji
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Konusma sinyalinin enerji biiytlikliigii hakkinda sagladigi
bilgiler ve ses sinyalindeki cerceveler boyunca duygusal igerikteki
degisikliklerin gostergesi olmasi acgisindan KDT alinindaki énemli
ozelliklerden biridir (Barhoumi & BenAyed, 2025; Bhangale &
Kothandaraman, 2023). KOE her ¢ergeve basina 1 adet skaler deger
ile temsil edilir. Yiiksek KOE degerinin mutlu duygularla, diisiik
KOE degerlerinin ise korku, ofke, iizlintiilii duygularla iligkili
oldugu ve olumlu duygusal ifadelerde daha fazla enerji degisimi
oldugu ortaya konmustur (Ma & ark., 2025).

e Sifir Geg¢is Oram

Sifir Gegis Orani (SGO), bir ses sinyalinin sifir eksenini kag
kez gectigini Olger ve konusma tanima, miizik isleme
uygulamalarinda temel bir zaman alan1 6zelligi olarak hizmet eder.
SGO hesaplamasi Denklem 17'de verilmistir.
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$GO = ;=5 Enctlsen(x[n]) — sen(xln = 1P| (17)

Bu formiilde x[n] ses sinyali Ornegini, N toplam 6rnek
sayisin1 gosterir. Sgn(x) isaret fonksiyonu, pozitif degerler i¢in +1,
negatif i¢in -1 dondiiriir. Formiil, ardisik 6rnekler arasindaki isaret
degisimlerini sayar ve normalize ederek 0-1 arasi sifir gecis oranini
hesaplar. Sekil 14’te SGO’nin bir ses Ornegi lizerindeki gdsterimi
verilmistir.

Sekil 14 Sifir Gegig Orant
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Sinyalin baskin frekansinin kabaca bir tahmini olan SGO
(O’Shaughnessy, 2023), hesaplanmasi ve sonuglariyla sinyaldeki en
basit ve en etkili 6zelliklerden biri sayilabilir. KDT algoritmalarinda
siiflandirmada kullanilmak tizere her ¢ergevede 1 adet 6zellik ile
temsil edilir. SGO, diger akustik ozellikler ile beraber kullanimi
anlamli basarilar ortaya koymaktadir. Yapilan bir KDT calismasinda
14 akustik 6zellik ile yapilan karsilastirmada en iyi smiflandirma
performansinda ikinci olmustur (Shoiynbek & ark., 2019). Ornegin
bir konusma sinyalinin sesli ve sessiz boliimlerinin ayriminda
(Bachu & ark., 2010), bir ortamadaki konusmayi giiriiltiiden
ayirmada da (O’Shaughnessy, 2023) kullanilmaktadir.
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Sonuc ve Oneriler

Bu ¢alismada, Konugma Duygu Tanimada ses sinyalindeki
spektral ve zamansal akustik tanimlayicilardan yaygin kullanimi
olan ozellikler incelenmis, bu 6zelliklerin matematiksel tanimlari,
ayirt edici 6zellikleri ve KDT’deki rolleri ele alinmistir. Mel-Frekans
Cepstral Katsayilari, Spektral Agirlik Merkezi, Spektral Diisiim
Frekansi, Spektral Bant Genisligi, Spektral Ak1 ve Spektral Kontrast
dahil olmak iizere spektral tanimlayicilar, akustik enerjinin spektrum
boyunca nasil dagildigin1 ve spektral zarflarin nasil degistigini
yakalayarak duygusal durumlari ayiran frekans alani 6zelliklerini
ortaya ¢ikarir. Zamansal tanimlayicilardan 6zellikle KOE ve SGO,
duygusal uyarilmay1 yansitan genlik dalgalanmalarin1 ve sinyal
gegcislerini nicellestirerek zaman alani dinamiklerini ortaya ¢ikarir.
Analiz, spektral ozelliklerin frekans igerigi analizi yoluyla her bir
duyguyu karakterize eden akustik 6zellikleri belirledigini, zamansal
ozelliklerin ise bu 6zelliklerin dinamik ilerleme Griintiileri yoluyla
zaman i¢inde nasil evrimlestigini izledigini gostermektedir. Etkili bir
duygu smiflandirmasi, her iki tanimlayict tiirliniin de entegre
edilmesini gerektirmektedir. Spektral ve zamansal tanimlayicilar
arasindaki bu tamamlayici iligki, makine 6grenimi tabanli duygu
simiflandirma sistemlerinde, smiflandirma dogrulugunu ve sistem
performansini1 6nemli 6l¢ilide artirmaktadir.
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BOLUM 12

SANAL AGORA: SOSYAL SANAL GERCEKLIK
TABANLI OGRENME VE MUZAKERE
ALANLARI

Ebru YILMAZ INCE'
Murat INCE?

Giris
Cevrimigi 6grenme ortamlar1 uzun siiredir icerik erigimi ve
Olceklenebilirlik avantajlart sunsa da, sosyal etkilesim kalitesi, sinif
ict birliktelik hissi ve isbirlikli 6grenme siireclerini derinlestirme
konusunda smirliliklar tagir. Son yillarda sosyal sanal gerceklik ve
metaverse tabanli ortamlar, kullanicilarin avatarlar araciligiyla ayni
mekant paylastigt algisin1  giiclendirerek sosyal bulunuslugu
artirabilen yeni bir etkilesim katmani saglamaktadir. Nitekim
pandemi doneminde iiniversite seminerlerinde hazir bir sosyal sanal
gerceklik platformunun kullanimi, 6grencilerin video-konferansa
kiyasla daha dogal/spontane iletisim, daha gii¢lii sosyal bulunusluk

ve topluluk hissi yasadigmi gostermistir (Barreda-Angeles et al.,
2023).

! Dog.Dr., Isparta Uygulamali Bilimler Universitesi, Orcid: 0000-0001-9462-0363

2 Dog.Dr., Isparta Uygulamali Bilimler Universitesi, Orcid: 0000-0001-5566-5008
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Bu baglamda sanal agora, yalnizca ii¢ boyutlu bir toplanti
alan1 degil; miizakere, ortak iriin iretimi ve topluluk temelli
O0grenme pratiklerini desteklemek {izere tasarlanmis, mekansal
olarak olusturulmus sosyal sanal gergeklik 6grenme ortamidir. Sanal
agora yaklagimi, ¢evrimi¢i 6grenmenin kuramsal agiklamalarindan
Community of Inquiry (Col) ¢ergevesi ile uyumlu bi¢cimde sosyal,
bilissel ve dgretimsel bulunuslugu birlikte giiclendirmeyi hedefler
(Garrison et al,, 1999).

Kuramsal Cerceve

Col modeli, c¢evrimi¢i Ogrenmede anlamli Ogrenme
deneyiminin biligsel bulunusluk, sosyal bulunusluk ve 6gretimsel
bulunusluk etkilesimiyle olustugunu ileri siirer (Garrison et al,,
1999). Sanal agora tasariminda bu {i¢ bilesen, (i) tartismay1
yapilandiran Ggretimsel/moderator destegi, (ii) avatar temelli
etkilesimle sosyal bag kurma, (iii) kanita dayal tartisma ve ortak
iiriin iretimiyle biligsel siireclerin derinlestirilmesi iizerinden
somutlanir.

Sosyal sanal gercekligin egitimdeki etkisi, daha siiriikleyici
olmanin 6tesinde, etkilesim kalitesi ve bilissel katilim ile iligkilidir.
Ornegin, isbirlikli sanal gergeklik Ogrenme ortaminda sosyal
bulunugluk gostergelerinin (6zellikle agik iletisim) aktif—yapici—
etkilesimli biligsel katilim modlariyla anlamli bi¢cimde iliskili oldugu
rapor edilmistir (Dunmoye et al, 2024). Bu bulgu, sanal agora
tasariminda “s6z hakki, tartisma protokolleri, rol dagilimi, ortak
gorev” gibi etkilesim diizeneklerinin kritik oldugunu gdsterir.

Egitimsel metaverse literatiiriinde, Ogrenme hedefleriyle
uyumlu tasarim, etkilesim/geri bildirim mekanizmalari, teknik
erigilebilirlik ve gilivenlik boyutlar1 6ne ¢ikmaktadir. Egitimsel
metaverse tasarimina yonelik bir literatiir incelemesi, uygulamalarin
oyun/simiilasyon temelli etkilesimlerini degerlendirme boyutlariyla
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birlikte ele alarak tasarim i¢in yol gosterici ilkeler sunmaktadir (Ak
et al, 2025).

Sanal Agora Tasarimi: Uygulama Baglami ve Bilesenler

Sanal agora, katilimcilarin avatarlarla eszamanli katildigi,
kiigiik grup adalarinda isbirligi yiiriittiigi ve merkez alanda ortak
ciktilar1 paylastigir sosyal sanal gergeklik tabanli bir 6grenme—
miizakere ortami olarak ele alinir. Bu yaklasim, kolay uygulanabilir
sosyal VR kullaniminin sosyal bulunuslugu giiclendirdigini gésteren
bulgularla uyumludur (Barreda-Angeles et al., 2023).

Sanal agora tasariminda mekan, pedagojik amaclara gore
boliimlenmelidir:

Merkez alan: acilis—kapanis, genel tartisma, sunum ve ortak
karar (Sekil 1)

Toplant1 alani: kii¢iik grup problem ¢dzme/argiimantasyon
(Sekil 2)

Sergileme—paylasim alani: poster, kavram haritasi, kaynak
panosu (Sekil 3)

Moderasyon noktasi: s6z hakki, zaman yonetimi, tartisma
protokolleri

Bu boliimler, isbirlikli sanal gerceklik 6grenmede etkilesimi tesadiifi
olmaktan ¢ikarip yapilandirmaya doniikk tasarim Onerileriyle
tutarlidir (Dunmoye et al, 2024).
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Sekil 1. Sanal agora merkezi alan
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Sekil 3. Sanal agora sergileme—paylasim alani

Sanal agoranin etkisi, mekan kadar rol-senaryo tasarimina
baglidir: moderator, konusmaci, tartismaci, raportdr gibi roller;
tartisma protokolleri; ortak iiriin hedefleri (6r. politika notu, proje
taslagi, kavram haritas1) netlestirilmelidir. Bu yapi, sanal gerceklik
caligmalarinda gozlenen daha dogal iletisim ve topluluk hissi
bulgularin1 pedagojik ¢iktiya baglamaya yardimci olur (Barreda-
Angeles et al., 2023).

Sanal agora degerlendirmesinde tek bir basari testi yeterli
degildir. Onerilen goklu degerlendirme paketi:

Uriin degerlendirmesi: rubrik (argiimantasyon kalitesi, kanit
kullanimu, tutarlilik)

Siire¢ degerlendirmesi: katilim yogunlugu, rol iistlenme,
konusma sirasi, grup i¢i etkilesim

Algi dlgekleri: sosyal bulunusluk, 6gretimsel destek, biligsel
stire¢ gostergeleri

Etik, Mahremiyet ve Yonetisim
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Sosyal sanal gerceklik ortamlar; ses, hareket ve yakinlik gibi
etkilesimsel veriler nedeniyle mahremiyet riskleri dogurur. Sanal
gercekligin  sorumlu kullanimi i¢in ¢erceveler, Ozellikle riza,
mahremiyet ve zarar risklerini sistematik bi¢imde ele almay1 6nerir
(Raja et al., 2025). Bu nedenle sanal agora uygulamalarinda (i) veri
minimizasyonu, (ii) agik bilgilendirme ve riza, (iii) kayit/saklama
politikasi, (iv) davranis kurallar1 ve ihlal miidahale protokolii
standartlastirilmalidir.

Sanal agora kavrami, egitimde isbirligi yaninda miizakere
kalitesi ve katilimin 6rgiitlenmesi agisindan da ele alinabilir. Online
deliberasyon tasariminda amag, hedef kitle, zaman-mekéan kurgusu
ve moderasyon bi¢imi gibi tasarim boyutlarinin ¢iktilari etkiledigine
dair birikim bulunmaktadir (Muhlberger, 2005).

Sonu¢

Sanal agora, sosyal sanal ger¢ekligin topluluk hissini artiran
etkilesim dogasimni, Col’nin {¢li bulunusluk bilesenleriyle
hizalayarak  cevrimi¢i  oOgrenmede katihm ve  igbirligini
giiclendirebilecek bir tasarim yaklasimi sunar (Garrison et al., 1999).

Ancak etkili sonuglar, yalnizca sanal gerceklik kullanima ile
degil; rol ve senaryo tasarimi, moderasyon, mekansal zonlama ve
coklu degerlendirme/analitik bilesenlerinin birlikte kurgulanmasiyla
elde edilir. Son olarak, riza—mahremiyet—zararin 6nlenmesi odakli
etik gerceveler, sanal agora uygulamalarinin siirdiiriilebilirligi ve
giivenli kullanim1 i¢in zorunlu bir yonetisim katmani olarak ele
alimmalidir.
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BOLUM 13

Yapay Zekada Veri Kithgina Dayamkh Ogrenme
Paradigmalari: Orneksiz Ogrenme, Az Ornekle
Ogrenme ve Sentezlenmis Veri Yaklasimlar

AYSE GUL EKER!

Giris

Makine Ogrenmesi ve derin Ogrenme alanindaki klasik
yaklasim, yiiksek performansli modellerin biiylik miktarda
etiketlenmis veriye ihtiya¢ duydugu varsayimima dayanmaktadir.
Ancak gercek diinyadaki bircok uygulamada bu varsayim gecerli
degildir. Etiketli verinin toplanmas1 maliyetli, zaman alic1 veya etik
acidan sorunlu olabilir, baz1 alanlarda ise veri dogasi geregi son
derece sinirhidir. Bu durum, literatiirde siklikla veri kitlig1 problemi
olarak ele alinmakta ve yapay zeka sistemlerinin 6l¢eklenebilirligini
dogrudan etkilemektedir (Halevy, Norvig, & Pereira, 2009).

Son yillarda gelistirilen biiyiik 6l¢ekli 6n egitimli modeller,
bu veri merkezli yaklasimi dnemli dl¢iide doniistiirmiistiir. Ozellikle
dil, goriintii ve ¢ok modlu alanlarda egitilen modeller, goreve 6zgii
biiylik veri kiimeleri olmadan da anlamli ¢iktilar tiretebilmektedir.

'Dr., Kocaeli Universitesi, Bilgisayar Mithendisligi, Orcid: 0000-0003-0721-2631
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Bu gelisme, yapay zekada 6grenmenin yalnizca dogrudan egitim
verisine degil, modelin 6n egitim siirecinde edindigi genel temsil
giiciine ve baglamsal ¢ikarim yetenegine dayandigini gostermistir.
Orneksiz (zero-shot) ve az Ornekli (few-shot) 6grenme, biiyiik
olgekli dil modellerinin baglam i¢i 6grenme yetenekleri sayesinde
ortaya ¢ikan doniisiimiin en goriiniir 6rnekleri arasindadir (Brown ve
dig., 2020).

Az ve sifir 6rnekle 6grenme yaklasimlari, modelin yeni bir
gorevi ya hi¢ 6rnek gérmeden ya da yalnizca birkag 6rnek {izerinden
cozebilmesini hedefler. Bu tiir yaklagimlar, klasik anlamda yeniden
egitim silirecine dayanmaz; bunun yerine modelin mevcut bilgisini
baglam araciligiyla kullanmasint esas alir. Literatiirde bu
mekanizma c¢ogunlukla baglama dayali genelleme (in-context
learning) olarak adlandirilmaktadir. Bu durum, 6grenmenin model
parametrelerinin  giincellenmesinden ziyade, c¢ikarim siirecinde
gerceklestigi yeni bir paradigmayi isaret etmektedir (Bommasani ve
dig., 2021).

Veri kithigma yonelik bir diger onemli yaklagim ise
sentezlenmis veri kullammudir. Uretici modeller araciliiyla
olusturulan yapay veriler, ger¢cek verinin smirlt oldugu veya
erisiminin  kisitlandigi  senaryolarda  model egitimi  ve
degerlendirmesi icin alternatif bir kaynak sunmaktadir. Ancak bu
yaklasim, veri gercekligi, onyargilarin ¢ogaltilmasi ve giivenilirlik
gibi yeni sorunlar1 da beraberinde getirmektedir. Bu nedenle az ve
sifir ornekle 6grenme yaklagimlar: ile sentezlenmis veri tabanli
yontemler, yalnizca performans acisindan degil, sorumlu ve
giivenilir yapay zeka baglaminda da dikkatle ele alinmalidir.

Bu boliimde, yapay zekada veri kithigina dayanikli 6grenme
paradigmalar biitiinciil bir bakis agisiyla incelenmektedir. Orneksiz
ve az Ornekle Ogrenme yaklasimlari, 6n egitimli modeller ve
baglama dayali genelleme g¢ercevesinde ele alinirken; sentezlenmis

veri kullanimi, bu paradigmanin tamamlayici bir bileseni olarak
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tartisilmaktadir. Amag, veri miktarinin sinirli oldugu kosullarda
yapay zeka sistemlerinin nasil anlamli, giivenilir ve uygulanabilir
cozlimler liretebildigini ortaya koymaktir.

Orneksiz ve Az Ornekle Baglama Dayah Genelleme

Klasik makine 6grenmesi ve derin 6grenme yaklasimlarinda,
yeni bir gorevin basaril bir sekilde ¢oziilmesi genellikle bu goreve
ait bliylik miktarda etiketlenmis egitim verisine dayanir. Ancak
etiketlenmis veri toplamanin maliyetli, zaman alict ve kimi
uygulama alanlarinda etik agidan sinirli olmasi, bu varsayimi 6nemli
olgtide kisitlamaktadir. Bu veri kithig1 problemi, yapay zeka
sistemlerinin gercek diinya uygulamalarinda karsilastigi temel
zorluklardan biridir ve bu zorluklara yanit olarak gelistirilen
yontemler 6nemli bir arastirma odagi haline gelmistir (Ramesh ve
dig., 2025).

Bu baglamda, orneksiz 6grenme ve az Ornekle 6grenme
yaklagimlari, egitim sirasinda sinirli veya hi¢ 6rnek verilmemis yeni
gorevlere yonelik genelleme becerisini artirmayir hedefler. Bu
yontemler, modellerin yalnizca egitim verisine degil, 6nceden
ogrenilmis temsil giliciine ve baglam i¢i ¢ikarim yetenegine
dayanarak karar iiretmesini saglar

1. Orneksiz Ogrenme

Orneksiz 6grenme, modelin belirli bir gérev veya siif i¢in
hi¢ etiketlenmis Ornek gormemis olmasina ragmen bu gorevi
basariyla yerine getirebilmesini ifade eder. Bu yaklagimin temelinde,
modelin egitim asamasinda edindigi genel dil bilgisi, kavramsal
temsiller ve semantik iligkileri daha once karsilasmadigi gorevler
veya siniflar icin genelleyebilme yetenegi yer alir. Ozellikle biiyiik
Olcekli on egitim slireclerinden gecen modeller, farkli kavramlar
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arasindaki iliskileri yalnizca ylizeysel istatistikler iizerinden degil,
daha soyut anlamsal diizeyde 6grenebilir.

Ornegin, bir metin siniflandirma modeli egitim siirecinde
“spor” ve “ekonomi” kategorilerine ait haberlerle egitilmis olabilir.
Model, daha 6nce hi¢ “teknoloji” etiketiyle karsilasmamis olsa bile;
yazilim, donanim, yapay zeka, dijitallesme gibi kavramlarin igerdigi
anlamsal Oriintiileri kullanarak bir haberin teknoloji kategorisine ait
oldugunu dogru bi¢cimde tahmin edebilir. Bu durumda model, yeni
sinifi dogrudan 6grenmek yerine, mevcut kavramsal uzayda bu sinifi
konumlandirarak ¢ikarim yapar.

Resim 1: Orneksiz ogrenme yaklasiminin kavramsal gosterimi

Goriilen Sinif Semantik Ozellikler
Kopek:

Dort ayakl,
‘ - Havlama,
Kiirkli

Transferi b Tilki:

Kopege benzer
| Yirtici
Sivri Kulakh

e u g CIkarIm Kizil kiirk

Goriilmeyen Sinif

Resim 1°de, 6rneksiz 6grenme yaklasimina ait bagka bir
sezgisel ornek sunulmaktadir. Modelin, egitim sirasinda gordigii
siniflardan(kdpek) edindigi anlamsal temsiller araciligiyla daha 6nce
hi¢ ornek gormedigi smiflara(tilki) ilisgkin ¢ikarim yapabildigi
gosterilmektedir.
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Bu tiir bir genelleme yetenegi, dnceden egitilmis biiylik
modellerin baglama dayali 6grenme ve dogal dilde verilen gorev
tamimlarin1  yorumlayabilme kabiliyeti sayesinde miimkiin
olmaktadir. Baglam i¢ine yalnizca gérev tanimi veya etiketlerin
dogal dil agiklamalar1 verildiginde, model egitim sirasinda 6grendigi
temsilleri kullanarak yeni gorevlere uyum saglayabilir. Bu yoniiyle
orneksiz O0grenme, klasik denetimli 6grenme yaklasimlarindan
ayrilir ve Ozellikle veri etiketlemenin maliyetli veya miimkiin
olmadig1 senaryolarda 6nemli avantajlar sunar.

2. Az Ornekle Ogrenme

Az ornekle 6grenme, yeni bir gorev i¢in modele yalnizca
smirli sayida etiketli 6rnek sunuldugu durumlar ifade eder. Bu
yaklasimda model, ilgili goreve 0zgii bir ince ayar (fine-tuning)
siirecinden gegmez; bunun yerine, baglam i¢inde verilen kiiciik
ornek setini referans alarak yeni girdiler iizerinde ¢ikarim yapar. Bu
stirecte modelin parametreleri sabit tutulur ve 6grenme, tamamen
baglama eklenen 6rneklerin yonlendirici etkisiyle gergeklesir.

Modern biiyiik dil modellerinde bu mekanizma, baglama
dayali ¢ikarim olarak adlandirilmakta ve yaygin bi¢imde
kullanilmaktadir. Model, baglamda sunulan 6rneklerdeki girdi ¢ikti
iliskisini gecici olarak icsellestirerek, benzer yapiya sahip yeni
girdiler i¢in uygun ¢iktilar tretir. Bu durum, klasik makine
ogrenmesindeki yeniden egitim veya aguhik giincelleme
stireglerinden farkli olarak, ¢ikarim zamaninda gergeklesen bir uyum
mekanizmasini temsil eder.

Ornegin, az ornekle dgrenme kapsaminda bir biiyiik dil
modeline film yorumlarinin duygu durumunu belirlemeye yonelik
olarak yalnizca birkag etiketli 6rnek baglam icinde sunulabilir. Bu
ornekler modelin parametrelerinde herhangi bir giincelleme
yapilmaksizin, yalnizca baglama dayali ¢cikarim yapmasini saglar:
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Yorum: “Film ¢ok siiriikleyiciydi ve izlerken hi¢ sikilmadim.”
Duygu: Olumlu

Yorum: “Senaryo son derece sikici ve tahmin edilebilirdi.”
Duygu: Olumsuz

Yorum: “Oyunculuk fena degildi ama beklentimi de karsilamadi.”
Duygu: Notr

Bu 6rneklerin ardindan modele

“Film gereginden uzundu ve 6zgiin bir yonii yoktu.”

yorumu verildiginde, model ek bir egitim siireci olmadan, baglamda
sunulan 6rnekleri referans alarak bu yorumu olumsuz duygu sinifina
atayabilir.

Az Ornekle 6grenmenin basarisi, modelin 6nceden egitildigi
genis ve ¢esitli veri dagilimi tizerinden kazandigi genel dil ve diinya
bilgisi temsillerini, goéreve Ozgii baglamla etkili bicimde
birlestirebilme yetenegine dayanir. Bu yaklasim, klasik denetimli
O0grenme yontemlerine kiyasla ¢ok daha az veri gerektirir ve
genellikle basit, sinirlt 6rneklerle bile anlamli genelleme yapilmasini
miimkiin kilar. Bu nedenle, az ornekle 6grenme Ozellikle hizli
prototipleme, veri kisitli senaryolar ve esnek gdrev tanimlari
acisindan dnemli bir paradigma olarak 6ne ¢ikmaktadir.

Orneksiz dgrenme ve az Ornekle &grenme, farkli veri
yaklagimlarina dayaniyor gibi goriinse de aralarindaki fark, verinin
model davranigma nasil dahil edildigi ile ilgilidir. Orneksiz
ogrenmede model hi¢ 6rnek goérmezken, az Ornekle dgrenmede
model c¢ok smirli sayida 6rnegi baglam icinde kullanir. Her iki
durumda da 6grenme, dogrudan parametre giincellemesiyle degil,
modelin baglam i¢i ¢ikarim yetenegi ile ger¢eklesir. Bu baglamda bu
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yaklagimlar, veri miktarina degil, dnceden 6grenilmis temsillerin
baglama dayali genelleme kapasitesine dayanir

3. Uygulama Alanlari ve Ornekler

Orneksiz 6grenme ve az drnekle dgrenme paradigmalari,
klasik 6grenme yoOntemlerinin basarisiz kaldigi veya veri elde
etmenin zor oldugu birgok gercek diinya probleminde etkili
cozlimler sunmaktadir. Bu bdliimde, bu 6grenme yaklagimlarinin
dogal dil isleme, gorsel tanima ve biyomedikal goriintiileme gibi
cesitli alanlardaki uygulamalar1 incelenmektedir.

Ornegin dogal dil isleme (NLP) alaninda, &n egitimli biiyiik
dil modelleri ile gerceklestirilmis uygulamalar, klinik metinlerde
bilgi ¢cikarimi ve iligki tanima gibi gorevlerde drneksiz ve az drnekle
ogrenme stratejilerinin performansimi gostermektedir. Klinik bilgi
cikarimi lizerine yapilan deneysel c¢aligmalarda, farkli istem
(prompt) tasarimlarinin az Ornekle O0grenme baglaminda etkili
oldugu ve bu tekniklerin ozellikle klinik anlam belirsizliginin
giderimi, ila¢ durumu ¢ikarimi gibi karmasik NLP gdrevlerinde
yiiksek basar1 sagladig1 raporlanmistir. Bu sonuglar, baglama dayali
ogrenmenin NLP uygulamalarinda veri ihtiyacini 6nemli 0l¢iide
azalttigin1 gostermektedir (Sivarajkumar ve dig., 2024).

Gorsel tanima ve bilgisayarli gorii uygulamalarinda da az
ornekle 6grenme ve orneksiz 6grenme teknikleri, sinirl etiketlenmis
veriyle yeni nesne kategorilerini tanimada kullanilmaktadir. Ornegin
tibbi gorlintlii siniflandirmasinda, MRI beyin tiimorii gibi nadir
gorillen durumlart tanimak icin az Ornekle 6grenme yontemleri
kullanilmaktadir. Bir ¢alismada, 6zellikle metrik tabanli az 6rnekle
ogrenme yaklasimlarinin, geleneksel ince ayarli modellere kiyasla
cok sinirli Ornek sayisiyla dahi daha dayanikli ve giivenilir
siiflandirma performansi sundugu gosterilmistir. Buna karsilik,
orneksiz 6grenme yaklagimlarinin esneklik saglamakla birlikte, tibbi

goriinti  alaninda  performanslarmin  halen smirli  oldugu
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vurgulanmigtir (Das & Singh, 2025). Benzer bigimde biyomedikal
goriintliileme alaninda yapilan bagka bir calismada 3B tibbi goriintii
segmentasyonu i¢in on egitimli modellerin az 6rnekle adaptasyon
yetenekleri arastirilmigtir. Az ornekle 6grenmeye dayali, egitim
gerektirmeyen adaptasyon yaklasimlariin; segmentasyon gibi
karmasik 3B medikal goriintiileme gorevlerinde, genis etiketli veri
kiimelerine ve manuel uzman miidahalesine ihtiya¢ duymadan etkili
ve kararli performans saglayabildigi goriilmiistiir. Bu yaklasim,
klinik ortamlarda hizli prototipleme ve otomatik tani araglarinin
gelistirilmesi agisindan 6nemli bir potansiyel sunmaktadir (He ve
dig., 2025).

Az ve Orneksiz 6grenmenin énemli uygulama alanlarindan
bir digeri ise gorsel dil modellerinin (vision language models)
destekledigi gorevlerdir. Bu modeller, gorsel ve metinsel temsilleri
birlikte O6grenmeleri sayesinde, bir gorseldeki nesnelerin
smiflandirilmasi veya tanimlanmasi gibi gorevlerde daha dnce hig
goriilmemis nesne kategorilerini 6rneksiz olarak taniyabilmektedir.
Gorsel dil entegrasyonuna dayali bu yaklasimlar, 6zellikle biiytik
olgekli veri toplamanin maliyetli oldugu senaryolarda esnek ve etkili
genelleme yetenekleri sunabilmektedir. Nitekim yakin tarihli bir
calismada, CLIP tabanli gorsel dil modellerinin uzaktan algilama
sahnelerini alana 06zgli herhangi bir ek egitim gerektirmeden,
orneksiz 0grenme kapsaminda yiiksek dogrulukla siniflandirabildigi
deneysel olarak gosterilmistir (Al Rahhal ve dig., 2023). Benzer
sekilde, biiyiik dil modelleri tarafindan iiretilen sinif agiklamalariyla
uyarlanan CLIP benzeri gorsel dil modellerinin, daha once
goriilmemis ince ayrimli nesne kategorilerinde 6rneksiz 6grenme
performansin1 anlamli bigimde artirdigi sunulmustur (Saha ve dig.,
2024). Ayrica, yalnmzca sinif etiketini kullanarak ve herhangi bir
gorsel 0rnege ihtiya¢ duymadan, bir 6rnegin tek bir hedef sinifa ait
olup olmadigini ayirt edebilen gorsel-dil tabanli 6rneksiz 6grenmeli
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tek sinifli siniflandirma yaklagiminin pratik ve yiiksek performansh
bicimde uygulanabildigi gosterilmistir (Bendou ve dig., 2024).

Bu Ornekler, veri kithigmnin dogal bir smirlama oldugu
uygulama alanlarinda az Ornekle 6grenme ve Orneksiz 0grenme
yontemlerinin performansi artirdigini ve veri maliyetini azalttigin
gostermektedir. Bununla birlikte, bu paradigmalarin etkin bigimde
uygulanabilmesi; modelin 6n egitim kapsami, baglam tasarimi ve
gorevle iligkili anlamsal bilginin dikkatli bigimde kurgulanmasini
gerektirir. Aksi halde, veri kithigin1 asma amaciyla kullanilan
orneksiz 6grenme ve az Ornekle 6grenme yaklagimlari; yetersiz
baglamlandirma, hatali anlamsal eslestirme veya uygunsuz
yonlendirme nedeniyle performans diisiislerine yol agabilmekte, bu
durum ise sistemin giivenilirligi ve genelleme kapasitesini olumsuz
etkilemektedir (Ramesh ve dig., 2025).

Sentezlenmis Veri Uretim Yaklasimlar:

Veri kitligima dayanikli 6grenme paradigmalarinin bir diger
onemli bileseni, sentezlenmis veri kullanimidir. Sentezlenmis veri,
gercek diinyadan dogrudan toplanmamis; bunun yerine istatistiksel
modeller, Ttretici yapay zeka sistemleri veya simiilasyonlar
aracilifiyla olusturulmus yapay veri Orneklerini ifade eder. Bu
yaklasim, ozellikle gercek veriye erisimin sinirli, pahali veya etik
acidan sorunlu oldugu alanlarda, model gelistirme siirecine alternatif
bir ¢6ziim sunmaktadir.

Ozellikle iiretici ¢ekismeli aglar (Generative Adversarial
Networks, GAN’lar), diflizyon modeller ve biiyiik dil modelleri,
gercek veri dagilimimin istatistiksel 6zelliklerini 6grenerek yiiksek
kalitede sentetik drnekler iiretebilmektedir. GAN yaklasimi, tiretici
ve ayirt edici olmak lizere iki ndral agin karsilikli rekabetiyle
egitilmesi esasina dayanarak, egitim veri setinin altinda yatan
dagilimi taklit eden yeni ornekler liretmektedir. Bu sayede 6zellikle
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gorilintli ve diger yapisal veri tiirlerinde gercekei sentetik veri liretimi
miimkiin olmakta; literatiirde, bu yaklagimin makine 6grenimi
modellerinde  veri yetersizligi problemini azaltmada ve
siniflandirma, tespit gibi gorevlerde performansi iyilestirmede etkili
oldugu yaygin bicimde rapor edilmektedir (Figueira & Vaz, 2022;
Kumar ve dig., 2025).

Resim 2: GAN ile iiretilmis sentetik medikal goriintii
ornekleri

GAN ile Uretilmig Goriintiiler

Gergek Goriintiiler
S

Cilt Lezyonlan

Gogiis
Rontgenleri

Histoloji
Kromofob

Resim 2’de tibbi goriintiileme alaninda GAN kullanilarak
olusturulan sentetik goriintiilerden O6rnekler sunulmustur. Farkl
medikal modalitelerde {iretilen bu sentetik veriler, gergek
gorlintiilere benzer istatistiksel 6zellikler tastyarak veri artirimi ve
model gelistirme siireglerinde destekleyici bir rol listlenmektedir.

Bunun yaninda diflizyon modelleri, 6zellikle yiiksek boyutlu
veri tretimi ve Ornekleme siireglerinde dogrudan veri dagilimim
modelleme yetenekleri sayesinde gelismis sentetik veri elde
edebilmektedir; bu modeller, egitildikleri dagilima iliskin 6rnekler
iizerinden rastgele giiriiltiiyli tersine cevirerek yeni ve benzer
ornekler tretirler, bu da yiiksek kaliteli ve cesitlilik gosteren veri
setleri olusturulmasina imkan verir. Bu yetenek, son arastirmalarda
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diflizyon tabanli yontemlerin 6rnek iiretme ve dagilim 6grenme
kapasiteleri {izerine yapilan incelemelerde vurgulanmistir (Zhu,
2024).

Ayrica biiyiik dil modelleri, genis Olgekli 6n egitimleri
sayesinde metin, kod ve yapilandirilmis veri tiirlerinde sentetik veri
iretiminde Onemli avantajlar sunmaktadir. Bu modeller, gercek
verinin dilsel ve yapisal Oriintiilerini 6grenebilmektedir. Bu sayede
isteme dayali (prompt-tabanli) ya da geri kazanim destekli
yaklagimlar kullanilarak gérev odakli sentetik veri tiretimi miimkiin
olmaktadir. Ozellikle veri kithginin yasandig: diisiik kaynakl
senaryolarda, iiretilen bu sentetik veriler gergek verilerle birlikte
kullanildiginda, model performansmna anlamli ve tamamlayici
katkilar saglayabilmektedir.

Sentezlenmis verilerin kullanimi, 6zellikle saglik alaninda
giderek artan bir ilgi odagi haline gelmistir. Hasta gizliliginin
korunmasi, kisisel saglik bilgilerinin paylasimina iliskin yasal ve
etik kisitlamalar ile veri giivenligi gereksinimleri, gercek tibbi
verilere erisimi ¢ogu zaman sinirlamaktadir. Bu baglamda, sentetik
hasta kayitlar1 ve tibbi goriintiiler; makine 6grenmesi modellerinin
gelistirilmesi, veri artirnmi ve algoritmalarin 6n degerlendirme
stireclerinde 6nemli bir alternatif olarak kullanilmaktadir. Yapilan
caligmalar, sentetik verilerle desteklenerek egitilen modellerin,
yalnizca gercek verilerle egitilen modellere yakin hatta bazi
durumlarda  daha  yiikksek  performans  sergileyebildigini
gostermektedir. Bununla birlikte, sentetik verilerin tek basina klinik
karar destek sistemleri icin yeterli olmadigi, klinik uygulamaya
geemeden oOnce modellerin mutlaka gercek klinik verilerle
dogrulanmasi ve regiilasyonlara uygun bi¢cimde degerlendirilmesi
gerektigi vurgulanmaktadir (Chen ve dig., 2021).
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Finans alaninda ise sentetik veri, dolandiricilik tespiti ve risk
modellemesi gibi nadir olaylarin 6grenilmesinde 6nemli bir rol
oynamaktadir. Gergek diinyada ¢ok az gozlemlenen anomali tiirleri,
sentetik olarak iiretilerek modelin bu durumlara kars1 daha duyarl
hale getirilmesi saglanabilmektedir. Bu yaklasim, 6zellikle dengesiz
veri setleriyle ¢alisilan senaryolarda model performansin
artirmaktadir (Fiore ve dig., 2019).

Bu gelismeler, sentezlenmis verinin yalnizca destekleyici bir
rol oynamasini asarak, belirli kullanim senaryolarinda ger¢ek veriye
yakin nitelikte ve dogrudan model egitimi, test veya degerlendirme
icin kullanilabilecek birincil veri kaynagi olabilmesine zemin
hazirlamistir.

Giivenilirlik, Simirlamalar ve Etik Tartismalar

Veri  kithgima dayanikli  6grenme yaklagimlari  ve
sentezlenmis veri TUretimi, yapay zekd sistemlerine esneklik
kazandirsa da giivenilirlik ve etik agidan Onemli riskler
barindirmaktadir. Ozellikle 6rneksiz 6grenme ve az drnekle dgrenme
gibi baglama dayali genelleme yontemlerinde model tahminlerinin
basarisi, verilen baglamin niteligine ve On-egitim agamasinda
Ogrenilmis temsillerin tutarliligina siki sekilde baghidir.

Sentezlenmis veri kullaniminda temel bir soru, iiretilen
verinin ger¢cek diinya dagilimini ne Olglide temsil ettigi ve bu
temsilin giivenilir bir sekilde model performansina doniistiiriiliip
doniistliriilemeyecegidir. Literatlirde yayimlanan giincel sistematik
incelemeler, GAN’lar gibi iiretici yaklagimlarin yani sira difiizyon
modellerinin de yiiksek boyutlu sentetik veri iiretiminde etkili
sonuglar sundugunu ortaya koymaktadir. Bununla birlikte, bu
modellerin egitim verilerinden kaynaklanan yapisal Onyargilar
ogrenerek lretilen sentetik verilere yansitabilme potansiyeline sahip
oldugu da vurgulanmaktadir (Liu ve dig., 2024). Bu durum, sentetik
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verilerin 6zellikle adalet, gilivenilirlik ve etik kullanim agisindan
dikkatle degerlendirilmesini gerekli kilan 6nemli bir risk unsuru
olarak degerlendirilmektedir.

Sentetik verinin yiiksek fayda potansiyeline ragmen, gizlilik,
etik ve hesap verebilirlik boyutlar1 kritik 6nemdedir. Yapay verinin
0zel hayati ihlal etmeyecek sekilde liretilmesi hedeflense de sentetik
verilerde yeniden tanimlanma risklerinin tamamen ortadan
kaldirilamadig literatiirde vurgulanmaktadir (Boraschi ve dig.,
2025). Bu nedenle sentetik veri kullanimi, yalnizca model
performansina odaklanmak yerine; veri kalitesi, gizlilik,
genellenebilirlik ve yasal uyum gibi ¢oklu kriterlerin birlikte
degerlendirildigi yonetisim gerceveleri i¢cinde ele alinmalidir.

Son olarak, tretici modellerin kendi trettikleri sentetik
verilerle kontrolsiiz, naif ve tekrarli bigimde egitilmesi durumunda,
zaman i¢inde ciddi kalite sorunlar ortaya ¢ikabilmektedir. Bu tiir bir
egitim siireci, literatlirde model ¢okiisii (model collapse) olarak
adlandirilan olgulara yol agarak, model ¢iktilarinin hem cesitliligini
hem de gercek veri dagilimini temsil etme yetenegini giderek
zayiflatmaktadir. Buna ek olarak, bu siire¢ 6nyargilarin pekismesine
ve beklenmedik, istenmeyen davraniglarin ortaya ¢ikmasina neden
olabilmektedir. Son yillarda bu risklere yonelik ilgi belirgin bi¢gimde
artmis; s6z konusu olumsuz etkileri azaltmay1, dnlemeyi veya tersine
cevirmeyi amagclayan yeni yontem ve yaklagimlar Onerilmistir
(Alemohammad ve dig., 2024).

Sonu¢ ve Gelecek Calismalar

Bu boliimde, yapay zekda sistemlerinin veri kithgi
kosullarinda nasil etkili bigimde 6grenebildigi; 6rneksiz 6grenme, az
ornekle 6grenme ve sentezlenmis veri yaklagimlar ¢ergevesinde ele
alinmistir. Biiyiik ol¢ekli 6n egitimli modellerin sundugu baglama
dayali genelleme yetenekleri, 6grenmenin yalnizca dogrudan egitim
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verisine bagli olmadigini; bunun yerine 6nceden edinilmis temsil
gicii ve ¢ikarim mekanizmalarinin belirleyici hale geldigini
gostermektedir. Bu durum, klasik veri merkezli O6grenme
anlayisindan daha esnek ve gorev odakli bir 6grenme paradigmasina
gecisi isaret etmektedir.

Incelenen calismalar, orneksiz ve az oOrnekle &grenme
yaklagimlarinin 6zellikle etiketli verinin sinirlt oldugu dogal dil
isleme, bilgisayarli gorii ve biyomedikal uygulamalarda anlamli
performans kazanimlar1 sagladigin1 ortaya koymaktadir. Bununla
birlikte, bu yaklasimlarin basarisinin  biiylik 6l¢iide baglam
tasarimina, 6n egitim kapsamina ve gorevle iliskili anlamsal bilginin
dogruluguna baghh oldugu goriilmektedir. Benzer sekilde,
sentezlenmis veri kullanimi veri erisim maliyetlerini azaltma ve
gizliligi koruma agisindan Onemli avantajlar sunsa da, lretilen
verinin temsil gilicli, onyargt aktarimi ve giivenilirlik boyutlar
dikkatle degerlendirilmedigi siirece sinirli kalabilmektedir.

Gelecek caligmalar agisindan, veri olmadan veya sinirh
veriyle Ogrenme yaklasimlarinin  sistematik  degerlendirme
cergevelerinin gelistirilmesi énemli bir arastirma alani olarak 6ne
¢ikmaktadir. Ozellikle baglama dayali 6grenmenin sinirlarinin daha
iyl anlasilmasi, sentetik verinin kalite ve giivenilirliginin nicel
olgiitlerle degerlendirilmesi ve bu yontemlerin sorumlu yapay zeka
ilkeleriyle uyumlu bi¢imde biitiinlestirilmesi gerekmektedir. Bu
dogrultuda, veri kithgmna dayanikli 6grenme paradigmalarinin
yalnizca performans artirici teknikler olarak degil, ayn1 zamanda
giivenilir, seffaf ve etik yapay zeka sistemlerinin temel bilesenleri
olarak ele alinmasi biiyiik 6nem tagimaktadir.
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BOLUM 14

DIJITAL iKiZ TEKNOLOJISi: KAVRAM, MiMARI
VE DiSIPLINLERARASI UYGULAMALAR

RUYA AKINCI*

Giris

Son yillarda siber-fiziksel sistemlerdeki gelismeler, fiziksel
sistemlerin ya da nesnelerin yalnizca izlemesinin yani sira bu
yapilari analiz ederek 6ngdriide bulunabilen ve ayni zamanda sistemi
optimize edebilen bir yap1 olusturmaktadir. Bu yapinin en giincel ve
etkili sistemlerinden biri dijital ikiz teknolojisidir.

Dijital ikiz fiziksel bir nesnenin, varligin veya sistemin veri
etkilesimiyle beslenen sanal ve dinamik kopyasidir. Dijital ikiz,
fiziksel model ya da nesne ile ger¢cek zamanli olarak etkilesim
halindedir. Bu sayede gercek sistem ile ¢ift yonlii olarak
caligmaktadir (Fuller, Fan, Day, & Barlow, 2020).

Dijital ikiz kavrami, ilk zamanlarda iiretim ve endiistriyel
bakim stireclerinde kullanilmistir. Ancak yapay zeka teknolojisinin
ilerlemesiyle birlikte kendine yeni kullanim alanlar1 bulmustur.

L Ogr. Gor., Harran Universitesi, Teknik Bilimler Meslek Yiiksekokulu, Elektronik

ve Otomasyon Boliimii, Orcid: 0000-0001-6272-1178
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Gilinlimiizde dijital ikizler; akilli iiretim sistemleri, otonom robotlar,
enerji yonetim sistemleri, saglik ve biyomedikal uygulamalarda
kullanilmaktadir. Bu baglamda dijital ikiz kavrami sadece
simiilasyon modeli degil ayn1 zamanda veri, model ve yapay zeka
katmanlarinin biitiinlestigi dinamik bir sistem olarak ¢alismaktadir
(Singh, ve digerleri, 2022).

Ozellikle saglik ve rehabilitasyon alaninda dijital ikiz
teknolojisi, bireye 6zgii fiziksel yapilarin modellenmesinde 6nemli
rol oynamaktadir. Rehabilitasyon alaninda 6zellikle kas ve iskelet
sisteminin modellenmesi agisindan olduk¢a 6nemlidir. Bu alanda
dijital ikiz, eklem hareketleri ve kas aktivasyonlar1 gibi
parametrelerin dijital ortamda modellenebilmesi ve bu sayede kisiye
ozel ve dinamik bir yap1 olusturmaktadir. Elektromiyografi (EMG)
gibi biyosinyallerin dijital ikiz modellerine entegre edilmesiyle,
insan—makine arayiizleri ile yap1 daha dogal ve adaptif bir sekilde
kontrol edilmektedir.

Biitiin bunlara ek olarak, Sanal Gergeklik (VR) ve Arttirilmis
Gergeklik (AR) teknolojileriyle desteklenen dijital ikizler, sadece
gorsellestirme sunmayip ayni zamanda etkilesimli  olarak
geribildirim sunmaktadir. Bu sayede terapilerin ya da uygulamalarin
daha motive edici olmaktadir. Bu tiir sistemler, rehabilitasyon
robotlari, dis iskeletlerle kullanilarak terapiyi daha eglenceli hale
getirerek hasta motivasyonunu saglamaktadir (Rashid & Ghiasi,
2025).

Bu calismada dijital ikiz teknolojisinin kavram, mimari ve
disiplinleraras1 uygulamalar1 hakkinda bilgi verilerek c¢alisma
prensipleri sistematik bir sekilde incelenmistir. Ayrica robotik ve
saglik odakli yaklagimlarda dijital ikizin sundugu olanaklar
tartisilmakta ve gelecekteki calismalara yonelik degerlendirmeler
sunulmaktadir.
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1. Dijital Ikiz Kavram

Dijital ikiz kavrami, fiziksel bir nesnenin, sistemin ya da
varligin fiziksel, iglevsel ve yapisal Ozelliklerini dijital ortamda
temsil eden ve gergek zamanli olarak veriler ile giincellenerek
fiziksel sistemlerle etkilesim kurabilen sanal modeldir (VanDerHorn
& Mahadevan, 2021). Bu yap1 sadece mevcut fiziksel durumu
yansitmakla kalmaz ayni zamanda simiilasyon, optimizasyon,
Ongorii ve karar destek sistemi gorevlerini yerine getirir. Biitlin bu
yonleriyle dijital ikiz, klasik simiilasyon yaklasimlarindan ayrilarak
dinamik ve gercek zamanli olarak c¢alisabilen bir sistem olmaktadir.
Literatiirde fiziksel nesneyi dogrudan temsil ettigi i¢in dijital kopya
olarak da tanimlanmaktadir (Duman, 2021).

Sekil 1 Dijital Ikiz

Veri

ral”

| Fiziksel Sistem Dijital ikiz

Geri Bildirim

2. Dijital ikiz Mimarisi ve Sistem Bilesenleri

Dijital ikiz mimarisi, fiziksel sistem ile onu temsil eden sanal
model arasindaki veri akisini ve karar verme stireglerini katmanli bir
yap1 igerisinde sunarak gercek zamanli olarak kontrol saglar (Dihan,
ve digerleri, 2024).
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2.1. Dijital Ikiz Katmanlar

Dijital ikiz katmanlari, fiziksel sistem ile sanal sistem
arasinda kesintisiz, giivenilir ve gercek zamanli olarak etkilesim
kurmasini saglar (Dihan, ve digerleri, 2024). Sekil 2 de dijital ikiz
katmanlar1 yer almaktadir.

Sekil 2 Dijital Ikiz Katmanlar

o Geri Besleme ve |
. = Kontrol Katmani |
Geri Besleme Komutlar & Geri
. Besleme
Gorsellestirme ve |
== -l Etkjlesim Katmani |
v Veri
- G Analitik ve Zeka | Analizi
3% Katmani
Veri Gu'r\\A:e(:IZlme
Akist Dijital Modelleme
> ‘j‘L_: ve Similasyon ——>
Katmani

Ifarar &

Z¥A Veri Toplama ve Oneriler
=i [letisim Katmani

2.2.1. Fiziksel Varhik Katmam

Fiziksel varlik katmani, dijital ikizin temsil ettigi gergek
sistemden olusur. Bu sistem, robot, insan, iiretim hatti, gii¢c santrali
vs. olabilir. Bu katman, dijital ikizin referans olarak kullandigi
katmandir. Bu katmandan sensor, aktiiator ve kontrol elemanlarindan
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verileri alarak konumunu ve hareketini olusturur (Qian, ve digerleri,
2024).

2.2.2. Veri Toplama ve Iletisim Katmam

Veri toplama ve iletisim katmani, fiziksel katmanindan aldigi
verileri dogru ve ger¢cek zamanli olarak alir. Alan veriler yine bu
katmanda oOn isleme yapilarak gecikme olmadan sanal ortama
aktarilmaktadir (Rahman, ve digerleri, 2024). Bu katmanda, alan
veri yollari, endiistriyel Ethernet, kablosuz aglar, 5G gibi endiistriyel
iletisim sistemlerinin gercek zamanli olarak iletilmesini saglar
(Mistry, Tanwar, Tyagi, & Kumar, 2020).

2.2.3. Dijital Modelleme ve Simiilasyon Katmani

Dijjital modelleme ve simiilasyon katmaninda, fizilsel
modelin ya da varligin sanal kopyasinin olusturuldugu bolimdiir.
Burada katman, fiziksel diinyadan aldig1 veriler ile ger¢ek zamanli
olarak calisabilmektedir. Katman o0zellikle karar destek,
optimizasyon ve maliyet diisiirme gibi asamalar i¢in kritik rol
oynamaktadir (Segovia & Garcia-Alfaro, 2022).

2.2.4. Analitik ve Zeka Katmani

Analitik ve zeka katmani en 6nemli katmanlardan biridir. Bu
katman gercek zamanli sensor verilerinden elde edilen bilgileri
kullanarak analiz, tahmin ve optimizasyon yapan iist katmandir. Bu
katmanda c¢ogunlukla yapay zeka, makine Ogrenmesi ve derin
ogrenme teknikleri kullanilir (Bozkaya-Aras, Onel, Eriskin, &
Karatas, 2025). Bu katmanin dijital ikizin beyni gibi ¢aligarak
sensorlerden alinan verileri bilgiye, bilgiyi de tahmin ve
optimizasyona doniistiirmektedir (Liu, Xi, Quan, & Cheng, 2024).

2.2.5. Gorsellestirme ve Etkilesim Katmani

Gorsellestirme ve etkilesim katmani, sanal ortamda dijital
ikizin iretigi verilerin kullaniciya anlamli bir sekilde sunmaktadir.
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Ayn1 zamanda bu katmanda kullanici ile etkilesim kurarak insan ve
dijital ikiz arasinda koprii gorevini iistlenmektedir (Zhang, Xu, Liu,
& Chai, 2024). Bu katman, dijital ikizin goriinen yiiziidiir. Burada
tasarlanan yap1 dogru bir sekilde tasarlandiginda sistemin biligsel
yiikli azaltilarak karar kalitesi artar ve kullanici daha verimli bir
sekilde sisteme dahil edilebilir (Fan, ve digerleri, 2021).

2.2.6. Geri Besleme ve Kontrol Katmam

Geri besleme ve kontrol katmani, dijital ikizin sadece gorsel
olarak degil ayn1 zamanda fiziksel sistemi aktif bir sekilde analiz
eden ve yoOnlendiren bir yapiya doniistiirmektedir. Bu katman
sayesinde dijital ikiz, analiz ve zeka katmanindan aldig1 ciktilari
fiziksel diinyaya aktararak kapali cevrim bir kontrol yapisi
sunmaktadir. Bu sayede fiziksel ortamdan yeni veri geldiginde
sistem kendini giincelleyerek adaptif bir kontrol saglamis olacaktir.
Dolayisiyla sistem bu katman sayesinde fiziksel sistemi siirekli
kontrol eden, yeni gelen verileri 6grenen ve bu veriler 1s18inda
sistemi tekrar giincelleyebilen bir yap1 haline gelmektedir (Sjoberg,
ve digerleri, 2023).

2.2.7. Dijital ikiz Mimari Yapisinin Onemi

Dijital ikiz sistemlerinin mimari tasarimi olgeklenebilir,
giivenilirlik ve siirdiiriilebilirlik agisindan olduk¢a Onemlidir.
Mimaride, katmanlar arasinda gorev dagiliminin net olmasi sistemin
gelistirme siirecini kolaylagtirmakla beraber farkli uygulamalarda
kullanilabilirligini arttirmaktadir. Bu nedenle, dijital ikiz biitiinciil
bir sistemi temsil etmektedir (Zhuang, ve digerleri, 2017).

3. Dijital ikiz: Disiplinleraras1 Uygulamalar

Dijital ikiz teknolojisi, disiplinler aras1 bir yaklasima sahiptir.
Sensor teknilojileri, veri bilimi, kontrol teorisi, yapay zeka, insan-
bilgisayar etkilesimi ve farkli alanlardaki miihendislik bilgilerinin
bir araya getirerek farkli disiplinlerde ortak bir dijital ortam
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sunmaktadir. Bu yoniiyle dijital ikiz teknolojisi, tek bir alana 6zgii
degildir. Cok sayida disiplini ortak bir cat1 altinda toplayarak
biitiinciil bir sistem sunmaktadir (Emmert-Streib, Tripathi, &
Dehmer, 2023).

3.1. Endiistri ve Uretim Sistemleri

Dijital ikiz teknolojisi, 6zellikle endiistri ve liretim hatlarinin
yer aldig1 fabrikalarda ¢ok kullanilmaktadir. Dijital ikiz, fabrika
sistemleri i¢in siirekli giincellenerek gercek zamanli olarak
makinalarin ya da tiretim hatlarinin kontroliinii ger¢eklestirmektedir.
Ozellikle, kestirimci bakim (Theanacho, Ozurumba, Amajoh, &
Igwe, 2025), verimlilik artis1, enerji optimizasyonu ve akilli fabrika

uygulamalarinda tercih edilmektedir (Karic, Schilberg, &
Arockiadoss, 2025).

Sekil 3 Dijital Ikiz ve Ger¢ek Makine

(Selvaraj, 2020)

3.2. Saghk ve Biyomedikal Uygulamalar

Dijital ikiz teknolojisi, saglik ve biyomedikal alanda kisiye
ozel, veri temelli adaptif ¢ézlimler sunar. Dijital ikiz, tani, tedavi ve
rahbilitasyon siire¢lerinde dnemli rol oynamaktadir. Burada fiziksel
sistemlerin (insan viicudu, organ veya biyomekanik yapilarin vs.)
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sanal ortamda modeli olusturularak fiziksel sistem ger¢ek zamanl
olarak temsil edilmektedir. Dijital ikiz bu asamada yapiy1 sayisal
verilere dayandirarak tedavi siireglerinin siirdiiriilmesi ve optimize
edilmesine olanak saglamaktadir. Saglik ve biyomedikal alanda
cogunlukla kullanilan dijital ikizler; hastaya 6zel dijital ikiz, kas ve
iskelet sisteminin modellenmesi, rehabilitasyon ve robot destekli
terapilerdir. Sekil 4 de kisisellestirilmis tip i¢in dijital ikiz kavrami
yer almaktadir. Burada, a: bireysel bir hastanin lokal bir hastalik
belirtisi vardir (kirmizi). b: Bu hastanin dijital ikizi, binlerce
hastalikla ilgili degiskenin hesaplamali ag modellerine dayali olarak
sinirsiz sayida kopyada olusturulur. ¢: Her ikiz, binlerce ilagtan biri
veya daha fazlasiyla bilgisayar ortaminda tedavi edilir. Bu, bir
hastanin dijital olarak iyilesmesiyle sonuclanir (yesil). d: Dijital ikiz
iizerinde en iyi etkiyi gosteren ilag, hastanin tedavisi i¢in segilir
(Bjornsson, ve digerleri, 2019).

Sekil 4 Kisisellestirilmis Tip Icin Dijital Ikiz Kavrami

(Bjornsson, ve digerleri, 2019)
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3.3. Robotik ve Otonom Sistemler

Dijital ikiz teknolojisi, robotik ve otonom sistemlerinde
ozellikle tasarim, gelistirme ve test siireclerinde olduk¢a 6nemli rol
oynamaktadir. Fiziksel robot ya da otonom sistemin sanal ortamda
kopyas1 yani dijital ikizi olusturularak sistemin performans analizi
etkin ve gercek zamanli bir sekilde gézlemlenebilmektedir. Bu yap1
sayesinde sistem Ogrenen, ongoren ve karar verebilen tiimlesik bir
kontrol ve analiz sistemini olusturmaktadir. Robotik sistemlerde,
dijital ikiz robotun mekanik yapisini, sensorlerini, aktiiatorlerini ve
kontrol algoritmalarini sanal ortamda kopyasinin olusturulmus
halidir. Bu model yine ger¢cek zamanli olarak kontrol edilebilmekte
ve fiziksel robot ile senkronize olarak c¢alisabilmektedir
(Ramasubramanian, Mathew, Kelly, Hargaden, & Papakostas,
2022). Otonom sistemlerde ise otonom sistemin ¢evresini algilama
ve karar verme siireglerinde oldukca Onemli bir parametreyi
olusturmaktadir. Bu sistemde, otonom sistemler, ger¢ek diinyada
karsilagabilecegi karmasik problemleri giivenli bir sekilde
ogrenebilecektir (Almeaibed, Al-Rubaye, Tsourdos, & Avdelidis,
2021). Sekil 5 de fabrikada yer alan bir fiziksel robot kol ve robot
kolun dijital ikizi yer almaktadir.

Sekil 5 Fiziksel Robot Kol (solda) ve Dijital ikizi (sagda).

(Liang, Mcgee, Menassa, & Kamat, 2020)

3.4. Sanal Gerceklik (VR), Artirllmis Gergeklik (AR) ve Egitim

Dijital ikiz, sanal gerceklik ve artirilmis gergeklik ile
calistiginda ozellikle egitim ve 6grenme siireglerinde olduka faydali
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bir yap1 sunmaktadir. Dijital ikiz, sanal ya da artirilmig ortamlarda
kullanicilarin karmasik siiregleri ya da adimlart deneyimleyerek
ogrenmesini saglamaktadir. Bu yapr egitimde deneyim temelli
yaklasimi gili¢lendirmektedir. Burada VR, kullaniin1 tamamen sanal
ortamda oldugu yapiy1 temsil eder. AR ise dijital ikizin nesneler
lizerine Dbindirilmesi ile sistem iizerinde O&grenme olanagi
sunmaktadir (Al-Ansi, Jaboob, Garad, & Al-Ansi, 2023).

3.5. Akill Sehirler ve Altyapi Sistemleri

Dijital ikiz teknolojisi, akilli sehirler ve altyap1 sistemlerinde
ozellikle karmagiklig1 gidererek ¢ok paydasli kontrol yapilarini tek
bir c¢att altinda toplayarak yonetmektedir. Sehir 0Olgeginde
olusturulmus olan djjital ikizler, fiziksel altyapi, insan hareketliligi
ve cevresel verilerin bir araya getirilerek gercek zamanl bir sistem
sunmaktadir. Akilli sehir dijital ikizleri; ulasim, enerji su ve iletisim
altyapilarinin modellenmesi, ulagim ve trafik gibi adimlarda aktif rol
oynamaktadir (Marai, Taleb, & Song, 2020) . Sekil 6 da yol
altyapisinin dijital ikizi olusturulmustur.

Sekil 6 Yol Altyapisimin Dijital Ikizi

(Marai, Taleb, & Song, 2020)

3.6. Enerji, Cevre ve Siirdiiriilebilirlik
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Dijital ikiz teknolojisi, enerji sistemleri, ¢cevresel izleme ve
stirdiiriilebilirlik alanlarinda olduk¢a 6nemli hale gelmistir. Dijital
ikizin, fiziksel sistemden gercek zamanli veri entegrasyonu
sayesinde, Ongoriiye dayali analiz, ve optimizasyon yetenekleri
sayesinde sistemin kaynaklar1 verimli kullanmasi, ¢evresel atiklarin
azaltilmasi1 gibi siirdiiriilebilir bir sistemin tasarlanmasi agisindan
oldukca verimli bir yap1 olusturmaktadir. Enerji sistemlerinde dijital
ikizler, Uiretimden tiiketime kadar biitiin bu sistemlerin izlenmesi ve
optimize edilmesini saglar. Ozellikle elektrik {iretimlerinde sanal gii¢
santrali ikizi olusturularak iiretim ve tiiketim dengesi analizi
yapilmakta ve optimize edilmektedir. Cevresel faktorlerin
izlenmesinde ise c¢evresel faktorler sanal ortamla baglantili olara
izlenerek ¢evresel risklerin tespiti yapilmaktadir (Yu, Patros, Young,
Klinac, & Walmsley, 2022). Sekil 7 de sehrin ¢esitli alanlarindaki
bilgi kaynaklar ¢esitli gevresel faktorler yer almaktadir. Bu gorselde
akilli sehir modeli ile dijital ikiz c¢evre siirdiiriilebilirlik alani ile
entegre bir sekilde calismaktadir. Fiziksel sehir model ve gercek
veriler sanal ortamda dijital ikiz teknolojisi ile birlikte calismaktadir
(Yang, Lv, & Wang, 2022).

Sekil 7 Dijital Ikiz Sehri
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(Yang, Lv, & Wang, 2022)
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Sonuc¢

Bu calisma, dijital ikiz teknolojisinin kavramsal cercevesi,
sistem mimarisi ve disiplinleraras1 uygulama alanlarindan
bahsedilmistir. Dijital ikizin, fiziksel sistem, veri altyapisi, dijtal
modelleme, analitik zeka, gorsellestirme ve geri besleme
katmanlarinin etkilesimiyle calisan dinamik ve gercek zamanl
olarak calisan biitlinesik bir yap1 oldugu ortaya konmustr. Bu yapi,
dijital ikizin klasik simiilasyon ve analiz yaklasimlarinin aksine
ger¢ek zamanl olarak ¢alisabilen, 6grenen, karar veren adaptif bir
yap1 oldugu goriilmektedir.

Dijital ikiz yapis1 geregi zaten disiplinlerarasi uygulamalarda
kullanilmaktadir. Robotik ve otonom sistemlerde, giivenli test
ortamlari, sistemin adaptif kontrolii gibi sistemin giivenli bir sekilde
kontroliinii saglamaktadir. Ayn1 zamanda dijital ikiz, robotik ve
otonom sistemlerinin gelistirme siireclerinide hizlandirarak sistemin
giivenilirligini arttirmaktadir. Saglik  ve  biyomedikal
uygulamalarinda ise hastaya Ozel dijital ikiz yaklagimlar
gelistirilmektedir.  Ozellikle  kisisellestirilmis  tedavi  ve
rehabilitasyon calismalarinin 6nii agilarak saglik ekosisteminde
onemli bir devrim yaratmaktadir. Sanal ve artiriths gerceklik
ortamlarinda kullanilarak da egitim ve 6gretim faaliyetlerinde yine
kisiye uyarlanabilir egitim modeli olusturabilmektedir. Akill
sehirler, enerji ve ¢evre uygulamalarinda ise dijital ikizler, kaynak
verimliligi, karmasik altyapr problemlerinin ¢6ziimii agisindan
onemli rol oynamaktadir.

Elde edilen degerlendirmeler, dijital ikiz teknolojisinin bagar1
ve gelisiminin yalmizca teknik dogruluga degil ayni zamanda
disiplinler arasi entegrasyon, insan merkezli yaklasim ve veri
kalitesine bagl oldugu goriilmektedir. Gelecekte yapay zeka ve veri
analitifindeki ilerlemelerle birlikte dijital ikizlerin daha otonom
kendi kendine Ogrenebilen ve gelistirebilen sistemlere doniismesi

ongoriilmektedir. Bu baglamda dijital ikiz teknolojisi miihendislik,
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saglik, egitim ve sehircilik gibi pek c¢ok alanda dijital doniisiimiin
temel yap1 taslarindan biri olmaya adaydir.
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Giris

Dijitallesmenin hizla arttig1 glinlimiizde, saglik hizmetleri
yalnizca fiziksel tedavi siireglerinden ibaret olmaktan g¢ikmis ve
hasta memnuniyeti, hizmet kalitesi ve hasta deneyimi gibi unsurlar
saglik sisteminin degerlendirilmesinde kritik dlgiitler haline
gelmistir. Ozellikle saglik kuruluslar1 ve ¢alisanlar1 hakkinda yapilan
cevrimigi yorumlar bu sistemin giliglii ve zayif yonlerini ortaya
koymak agisindan biiytik bir veri kaynagi sunmaktadir. Bu baglamda
hasta yorumlarinin analizi yalmzca bireysel deneyimlerin
degerlendirilmesiyle kalmamakta, ayn1 zamanda saglik sistemlerinin
iyilestirilmesi adina Onemli yapisal verilere ulasilmasini da
saglamaktadir.

Bu calismada ¢evrimigi platformlarda yer alan hasta
yorumlari incelenerek saglik kuruluslarinin ve ¢alisanlarinin hizmet
kalitelerinin veri madenciligi teknikleri ile degerlendirilmesi
amaglanmaktadir. Ozellikle tekrar eden sikayet, dneri ve olumlu geri
bildirimlerin belirlenmesiyle birlikte hizmet sunucularinin gelisime
acik yonleri daha goriiniir hale getirilmektedir. Projenin temel
ciktisi, her yorumu pozitif, nétr veya negatif olarak siniflandiran bir
sistem olusturarak saglik kurumlarinin stratejik planlamalarinda
kullanilabilir somut sonuglar iiretmektir. Bu sistem, hasta ile saglik
kurumu arasindaki dolayli iletisimi analiz edilebilir hale getirerek
hizmet kalitesine yonelik dogrudan ve anlamli bir geri bildirim
mekanizmasi sunmaktadir.

Bu ama¢ dogrultusunda, veri madenciligi ve dogal dil isleme
(NLP) tekniklerinden yararlanilmigtir. Arastirmanin ilk siirecinde K-
En Yakin Komsu (KNN) algoritmasi, Destek Vektor Makineleri
(SVM) ve cift yonlii uzun kisa siireli bellek (bi-LSTM) modelleri
kullanilmuis ve ¢esitli sonuclar elde edilmistir. Son agsamasinda ise bu
yontemlerin yan1 sira Evrisimsel Sinir Ag1 (CNN), BERT ve tiirevi
derin O6grenme modelleri ile boosting algoritmalar1 (XGBoost,
CatBoost gibi) entegre edilerek c¢ok yonlii bir degerlendirme
gergeklestirilmistir. ' Yontem seg¢imleri, hem literatiirdeki benzer
calismalardan yararlanilarak hem de proje kapsaminda test edilen
model performanslarina gore belirlenmistir.
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Literatur taramalari, hasta deneyimlerine odaklanan duygu
analizlerinde 6zellikle son yillarda Transformer tabanli modellerin
one c¢iktigint gostermektedir. BERT, XLNet ve RoBERTa gibi
modellerin yorum siniflandirmasinda iistiin basar1 sagladigi ve
geleneksel yontemlerin ise belirli veri tiirlerinde hala gegerliligini
korudugu goriilmiistiir. Bu kapsamda proje boyunca incelenen
makaleler, kullanilan veri setleri, yontem tercihleri ve deney
sonuclart bir biitlin olarak degerlendirilmis; saglik alaninda veri
odakli ¢6ziim Onerileri gelistirilmistir.

Calismanin kalani ise asagidaki sekilde diizenlenmistir. 2.
boliimde ilgili ¢alismalar ve literatiir 6zetlerine yer verilmistir. 3.
bolimde projede kullamilan veri setleri ve yoOntemler
detaylandirilmistir. 4. boliimde deneysel calismalarin sonuglari
kargilastirmali  bigimde sunulmustur. Son boliimde ise genel
degerlendirme yapilmis ve gelecekte yapilabilecek caligsmalara dair
Oneriler paylasilmistir.

flgili Calismalar
Hasta Geri Bildirimleri Uzerine Otomatik Metin Analizi

Alexander ve arkadaslari(Alexander, Bahja ve Butt, 2022),
NHS hasta geri bildirim verilerini analiz ederek saglik hizmet
kalitesi tizerine i¢goriiler sunan bir sistem gelistirmistir. Calismada
oncelikle metinler 6n isleme tabi tutulmus, ardindan Latent Dirichlet
Allocation (LDA) ile konu modelleme yapilmistir. Ayrica metinler
Naive Bayes siniflandiricisi ile duygu kategorilerine ayrilmistir.

Elde edilen sonuglarda, olumsuz yorumlarin biiyiik
cogunlugunun randevu sistemine ve personel ilgisine yonelik oldugu
gozlemlenmistir. Saglik sisteminde sik¢a tekrar eden sorunlar tespit
edebilmek i¢in makine Ogrenmesi tabanli metin analizi
yontemlerinin etkili oldugu belirtilmistir.

Saghk Platformlarinda Duygu ve Degerlendirme Analizi

Bu calismada(Tang ve digerleri, 2023), Healthgrades adli
saglik degerlendirme platformundaki metin yorumlar1 incelenmistir.
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Yorumlara VADER duygu analiz algoritmasi uygulanmis ve yildizli
degerlendirme puanlari ile karsilastirllmistir. Ayrica kelime frekans
analizi yapilarak kullanicilarin 6ne ¢gikardigi temalar belirlenmistir.

Calismanin  dikkat c¢ekici sonucu, metinlerdeki duygu
skorlar ile y1ldiz puanlamalarinin yiiksek korelasyon gostermesidir.
Yorumlarin igerigi, yildiz puanlarindan bagimsiz olarak hizmet
kalitesini daha ayrmntili yansitabilmektedir.

BERT Tabanh Cin Saghk Platformu Analizi

Zhao ve ekibi (Zhao, Li, Yuan ve Deng, 2024), Cin merkezli
haodf.com platformundaki hasta yorumlarini simniflandirmak igin
BERT tabanl bir sistem gelistirmistir. BERT modeline ek olarak
CNN ve Bi-GRU yapilari da kullanilarak performans karsilagtirmasi
yapilmustir.

Deneyler sonucunda, BERT modelinin %98,36 dogruluk
orani ile en 1yi sonu¢ verdigi goriilmiistiir. Ayrica F2 skoru da
dikkate almarak olumlu, olumsuz ve ndtr siniflandirmasinda
BERT’in diger modellere iistiin geldigi kanitlanmustir.

Duygu Siiflandirmasinda Derin Ogrenme Modelleri

Suresh ve arkadaslari(Sagarika Suresh
Thimmanayakanapalya, Pavankumar Mulgund, ve Raj Sharman,
2022), hasta yorumlarin1 duygu kategorilerine ayirmak amaciyla Bi-
LSTM, LSTM ve BERT modellerini karsilastirmistir. Harvard n2c2
veriseti ve RateMDs platformu kullanilmustir.

Deneyler sonucunda BERT modeli %99,7 gibi oldukga
yiiksek bir dogruluk oranina ulasarak en basarili model olmustur. Bu
sonug, transformer tabanli modellerin geleneksel RNN tabanli
modellere gore anlamli bir {istiinliik sagladigini gostermektedir.

Portekizce Hasta Yorumlarinda BERTopic Kullanimi

Bu calismada(Osorio ve Fachada, 2024), Google Review
tizerinden toplanan Portekizce saglik yorumlar: analiz edilmistir.
LDA, LSA ve BERTopic yontemleri karsilastirilarak en uyumlu

konu modelleme algoritmasi aragtirilmistir.
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Sonuglara gére BERTopic modeli, hem konu tutarliligi hem
de duygu-konu uyumu acgisindan en yiksek performansi
gostermistir. Bu modelin 6zellikle kiiclik ve ¢ok cesitli metinlerde
avantaj sagladig belirtilmistir.

Macar Hasta Deneyimlerinin Negatifliginin Ol¢iilmesi

Macaristan'dan derlenen hasta yorumlari, huBERT, HIL-
SBERT ve HDBSCAN yontemleri ile analiz edilmistir. Bu modeller
kullanilarak,  yorumlarin  tematik kiimeleme ve duygu
siniflandirmast yapilmaistir.

Calisma(Osvath, Yang ve Kdsa, 2023), 0zellikle devlet
hastanelerine yonelik yorumlarin %94,4 oraninda negatif duygu
icerdigini ortaya koymustur. Bu durum, saglik politikalari agisindan
dikkate alinmasi gereken ¢arpici bir geribildirim sunmaktadir.

Hasta Deneyimi Yorumlarinda BERTopic Kullanim

Bu c¢alismada(Steele ve digerleri, 2025), hasta deneyim
anketlerindeki yorumlar analiz edilmistir. Anketler, Kanada’da
hastanelerde hizmet alan yetiskin ve cocuk hastalardan toplanmis ve
BERTopic ile konu modellemesi yapilmistir. LDA gibi klasik
yontemler yerine, énceden egitilmis dil modeli tabanli BERTopic
tercih edilmistir.

Sonuglara gore BERTopic, az ayarla bile yorumlardan
anlamli basliklar ¢ikarabilmis ve mevcut anketlerde yer almayan
yeni bakim temalarini tanimlamistir. Yorumlar genel olarak olumlu
bulunmustur. Bu modelin, kisi merkezli bakim, hasta giivenligi ve
kalite iyilestirme agisindan katki sundugu belirtilmistir.

GPT-4 Turbo ile Hasta Yorumlarimin Cok Etiketli
Siniflandirmasi

Sakai ve ekibi(Sakai, Lam, Mikaeili, Bosire ve Jovin, 2025),
HCAHPS anketinden elde edilen 1.089 hasta yorumunu ¢ok etiketli
olarak siniflandirmak amaciyla GPT-4 Turbo modelini kullanmistir.
Sifir 6rnekli (zero-shot) 6grenme yontemiyle %76.12 6rnek bazli F1
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skoru ve %73.61 agirlikli F1 skoru elde edilmistir. Bu basari
oranlari, geleneksel makine Ogrenimi yontemleri ve diger dil
modellerine kiyasla anlaml1 diizeyde ytiksektir. Ayrica, yorumlardan
kisisel saglik bilgilerini ayiklamak iizere bir PHI tespit gercevesi
gelistirilmistir.

Duygu analizi ile ilgili literatiirdeki bazi1 ¢aligmalarla ilgili
yontem, veri seti, kullanilan metrik ve alinan sonuglara ait bilgiler

Tablo 1’de gosterilmektedir.

Tablo 1: Duygu analizi ile ilgili literaturdeki ¢alismalar

Yazar  Yil  Yontem Veri Seti Metrikler Sonug
Negatif yorum
Alexander LDA, Naive NHS Free Text orani en yiiksek;
2022 F1
etal. Bayes Dataset randewvu/personel

sikayetleri onde

Yorum duygu
VADER, VADER skoru yildizla
Tangetal. 2023  Linear Healthgrades score, iliskili, frekans
Regression frekans  analizi temalari
belirledi
0
BERT, Accuracy doBgIrEuFfl-lrk/i(iZ%Et?in
Zhao et al. 2024 CNN, Bi- haodf.com £ performans
GRU -
sagladi
BERT, Bi- BERT %99.7
SUreS el poop g,  HANVAN2C2, - n oo acy dogruluk ile en iyi
al. RateMD .
LSTM sonucu verdi
BERTopic konu-
Osorio & 2024 BERTopic, Google Reviews Accuracy, uyum bakimindan
Fachada LDA, LSA PT uyum skoru en guclil sonuglar
verdi
. huBERT, . . %94.4 oraninda
Os‘flth ® 2023 HIL-SBERT, praxc')srhbrﬁg'rh”' iecnél:?;ecm hasta deneyimi
' HDBSCAN y Y negatif bulundu
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Sentiment BERToOpic, yeni
Score, ve anlaml1 hasta

BERTopic, ~Kanaa hasta Comment deneyimi temalari

Steele et 2025  Duygu  deneyim anketleri

al. o Rate, belirleyerek
Analizi(2016-2020)  comment  Kiasik anketleri
Lenght tamamlad1
F1 GPT-4 Turbo en
Sakai et GPT-4 (76.12%), yiiksek
2024  Turbo (0- HCAHPS Weighted siiflandirma
al.
shot) F1 bagarimini
(73.61%) gosterdi
Yontemler

Kullamlan Makine ve Derin Ogrenme Modelleri

KNN: KNN, siniflandirma yaparken basit mantik ile hareket eder.
Yeni bir veri geldiginde, daha 6nce sinifi bilinen verilere bakar ve
ona en ¢ok benzeyen K tanesini bulur. Bu benzer verilerin
¢ogunlukta olan sinifi neyse, yeni veriye de o smifi atar Geeks For
Geeks (2025) K-Nearest Neighbor(KNN) Algorithm,) (30.06.2025
tarihinde https://www.geeksforgeeks.org/machine-learning/k-
nearest-neighbours/ adresinden ulasilmistir).

K Nearest Neighbors
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Sekil 1: KNN temsili(Sachinsoni, 2023)K Nearest Neighbours —
Introduction to Machine Learning Algorithms (01.07.2025
tarihinde https://medium.com/@sachinsoni600517/k-nearest-
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neighbours-introduction-to-machine-learning-algorithms-
9dbc9d9th3b2 adresinden ulasilmistir).

Veriler arasindaki benzerlik, genellikle iki nokta arasindaki
uzaklik dlgiilerek bulunur. Bu 6lciim igin Oklid uzakligi, cosine
benzerligi veya Hamming uzaklig1 gibi yontemler tercih edilir.

Oklid (Euclidean) Uzakhig1, iki nokta arasindaki diiz ¢izgi
mesafesini hesaplar. Degerler ne kadar yakinsa, veriler o kadar
benzer kabul edilir.

Cosine Benzerligi, vektorler arasindaki acisal benzerligi
Olcer. Burada amag, iki vektoriin ayn1 yone ne kadar baktigini
anlamaktir. Ayni1 degerlere sahip olmasalar bile, benzer yonelimleri
varsa ylksek benzerlik puani elde edilir.

Hamming Uzaklig1, iki vektor arasinda ka¢ elemanin farkli
oldugunu sayar. Eger veriler 0 ve 1 gibi ikili bi¢cimlerdeyse, bu
yontem veriler arasindaki farklar1 basit ama etkili bir sekilde
hesaplamak icin uygundur

Bi-LSTM: Metin gibi verileri islerken hem ge¢mis hem de gelecek
kelimeleri ayn1 anda g6z oniine alan bir derin 6grenme modelidir.
Normal LSTM modelleri sadece metni soldan saga okurken, Bi-
LSTM iki yonlii olarak ¢alisir. Bu sayede bir kelimenin tam anlamim
cevresindeki tiim baglami kullanilarak daha iyi anlar(Anishnama,
2023) Understanding Bidirectional LSTM for Sequential Data

Processing (30.06.2025 tarihinde
https://medium.com/@anishnama20/understanding-bidirectional-
Istm-for-sequential-data-processing-b83d6283befc adresinden
ulasilmigtir).
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Sekil 2: Bi-LSTM semasi(Preserving Privacy in Arabic Judgments:
Al-Powered Anonymization For Enhanced Legal Data Privacy”,

ty.)

Bi-LSTM ozellikle duygu analizi gibi ciimle yapisinin
onemli oldugu gorevlerde basarili sonuglar verir. Bu ¢ift yonlii yapi,
modelin baglami daha derinlemesine kavramasini saglar. Uzun ve
karmasik ctimlelerde bile anlami1 yakalayabilir.

SVM : Destek Vektor Makineleri (SVM), denetimli 6grenme
kapsaminda siniflandirma, regresyon ve anormal veri noktalarini
saptama gibi gorevlerde kullanilan bir metottur. Bu yontem, bir veri
kiimesindeki iki veya daha fazla nokta grubunu birbirinden ayirmak
icin uzayda hiperdiizlemler (dogrular) olusturur. SVM'in temel
prensibi, olusturulan bu hiperdiizlemin, ayrilacak iki kiimedeki en
yakin noktalara olan mesafesini (marjin1) maksimuma ¢ikarmaktir
(Tirkoglu, 2021) Support Vector Machine (SVM) Algoritmasi-
Makine Ogrenmesi- (30.06.2025 tarihinde
https://mfatihto.medium.com/support-vector-machine-algoritmasi-
makine-6grenmesi-8020176898d8 adresinden ulasiimigtir).
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Sekil 3: SVM semasi(“What Is Support Vector Machine?”, 2023)

Bu yaklasim, modelin yeni verileri daha dogru
siniflandirmasin1 saglar ve ogrenilen sinirin genellenebilirligini
artirir.

CNN : Convulational Neural Network (CNN), 6zellikle gorintu
tanima ve dogal dil isleme gorevlerinde yaygin olarak kullanilan bir
mimaridir. Ozelliklerin ¢ikarimi igin konvoliisyon filtreleri kullanir,
bu sayede islenmemis veriden anlamli sonuglar {iretebilir.
Konvolusyon  Formilu(Awaits, 2020) Denklem (1)’de
verilsmektedir.

Gli,jl1=Xk_ Zh——p HwvIF[i—uj—v] €N

Konvoliisyon Islemi Formiilii, CNN'in temel yap1 tas1 olan
konvoliisyon islemini tanimlar. X, giris goriintiisii veya 6zelligini, K
ise filtreyi temsil eder. K filtresi X tizerinde kaydirilarak ¢arpim ve
toplam islemleri uygulanir. Bu sayede filtre, giris verisindeki belirli
bir oOzelligi tespit etmeye calisir ve filtreler farkli o6zellikleri
ogrenerek anlamli temsiller olusturur.
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RoBERTa : RoBERTa, Facebook Al arastirmacilar1 tarafindan
gelistirilen, BERT modelinin gelismis bir versiyonudur. Dogal dil
isleme alaninda kullanilan giiglii bir derin 6grenme modelidir.
Transformer mimarisi Uzerine kurulu olan bu model, metinleri
anlamak ve baglama gdre yorumlamak i¢in kelimeler arasindaki
iligkileri 6grenir.

DistilBert : DistilBERT, BERT’in daha kiigiik, daha hizli ve daha
verimli bir versiyonudur. Hugging Face tarafindan gelistirilen bu
model, BERTin dogruluk seviyesini blylk 6lctide korurken, %40
daha az parametre ve %60 daha hizli ¢alisma gibi 6nemli performans
ozellikleriyle 6ne ¢ikar.

Teacher model
/

@ Loss |

Student model

AXKRA

Sekil 4: Ogretmen-6grenci modelinde bilgi aktarimi(“Distilbert: A
Smaller, Faster, and Distilled BERT - Zilliz Learn”, t.y.)

textRNN : Text RNN, sirali olan verilerle calismak icin tasarlanmis
bir yapay sinir ag1 tiiridiir. Bir metindeki kelimeleri sirayla isler ve
her kelimenin 6nceki kelimelerle olan baglamini 6grenmeye calisir.
Bu sayede metin i¢inde anlam iligkilerini kurabilir. Gegmis bilgileri
belleginde tutar ve bu bellegi her adimda giincelleyerek sonraki
kelime islenirken kullanir ancak uzun cilimlelerde eski bilgileri
unutabilme gibi sorunlar1 vardir.
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textGCN : Metin siiflandirma icin gelistirilmis graf tabanli bir
derin 6grenme yontemidir. Metinleri sirayla degil, graf yapisi olarak
ele alir; belgeler ve kelimeler diigim, aralarindaki iligkiler ise
kenarlarla temsil edilir. Kelime es-olusumlart ve belge-kelime
baglantilar1 bu graf tizerinden modellenir.
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Sekil 5: Metin GCN'nin Sematigi(Yao, Mao ve Luo, 2018)

Model, Graph Convolutional Network (GCN) islemleriyle
her diigiim ic¢in baglamsal temsiller iiretir. Boylece sirali yapiya
ihtiyag duymadan metin igi iliskiler 6grenilir. Ozellikle etiketli
verinin az oldugu senaryolarda etkili sonuclar verir.

XGBoost : Gradient Boosting olarak bilinen algoritmanin
gelistirilmis halidir. Karar agaclarinin birbirlerinin hatalarimi
giderecek sekilde ard arda dizilmesi prensibine dayanir. Oncelikle
bir karar agaci eldeki veri ile egitilir. Daha sonra bir sonraki karar
agaci ilk karar agacinin hatalari ile egitilir ve onu diizeltmeye calisir.
Ugiincii karar agaci ikinci karar agacinin hatalarimi diizeltmeye
calisir. Bu sekilde karar agaglart eklenerek siire¢ devam eder. En
sonunda biitiin agag¢larin sonuglar1 toplanir.

CatBoost : CatBoost, karar agaclarimt ardi ardina kullanarak
hatalarin minimize edildigi ve tahmin oramimin iyilestirilmesini
saglayan bir gradient boosting teknigidir.
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Sekil 6: Birinci ve ikinci agaglar genelde yiiksek hata
icerir(“CatBoost—Open-source gradient boosting library”, t.y.)

Bu teknik calistirilirken  once karar agaci olusturulur
sonrasinda tahmin igerisinde ne kadarlik hata oran1 var hesaplanir.
Her bir olusturulan karar agacinin amaci bir 6nceki karar agaci
tarafindan meydana gelen hatalarin diizeltilip, stabil hale
getirilmesini saglamaktir ve bu bir dongii halinde ¢alismaya devam
eder.

Deney Ortami, Sonuclar ve Degerlendirme
Veri Seti

NHS Verisi
National Health Service (NHS)(“NHS website developer portal”,

ty.), Birlesik Krallik’ta 1948 yilinda kurulmus olan kamuya ait
saglik hizmetleri sistemidir. NHS resmi sitesinde hastalarin
yorumlar1 ve verdikleri puanlarin (Rating) verilerini ¢ekebilmemizi
saglayan bir api hizmeti mevcuttur [kaynakl]. Rating etiketinin
ortalamalar1 alinarak O ile 5 arasinda degerler elde edilmistir. Bu
degerler 0 — 2.5 arasi negatif, 2.5 — 3.5 arasi nétr ve 3.5 — 5 arasi
pozitif olarak etiketlenmis ve 3 sinif elde edilmistir. Bu sekilde veri
seti daha sade ve analiz edilebilir bir hale getirilmis, siniflandirma
modelleri i¢in uygun bir yap1 olusturulmustur. Toplam 10500 veri
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bulunun bu veri setinde her sinifin veri sayisi esitlenmistir. Her
sinifta 3500 veri bulunmaktadir.

Sinif Dagilimi

Veri Sayis

negative neutral positive
sinif

Sekil 7: NHS veri kiimesi sinif dagilimi

RateMD Verisi

Avijit Thawani’nin “Are Online Reviews of Physicians
Biased Against Female Providers?” adli makalesinde kullandigi
verisetidir (Thawani, Paul, Sarkar ve Wallace, 2019). RateMDs.com
sitesinden agik kaynakli bir kod kullanilarak elde edilmistir. Veri
setinde doktorlar, hastalar tarafindan dort farkli baglik altinda 1 ile 5
arasinda puanlanarak degerlendirilmistir. Her baslik i¢in ayr1 ayri
puanlama yapilmis olup bu ¢oklu degerlendirmeler sadelestirilerek
tek bir simifa (label) donistiriilmiistiir. Dort basliktan elde edilen
puanlar bir araya getirilerek genel bir siniflandirma yapilmis, bu
siniflandirma siirecinde 0 negatif, 1 nétr ve 2 pozitif olmak tizere ti¢
farkli smmif tamimlanmistir. Etiketleme asamasinda, Yiiksek
puanlardan olusan yorumlar pozitif sinifa dahil edilmistir. Aymi
sekilde, diisiik puanlardan olusan yorumlar negatif, diisiik ve yiiksek
puanlardan olusan c¢oklu degerlendirmeler ise ndtr olarak
etiketlenmistir. Bu sekilde veri seti daha sade ve analiz edilebilir bir
hale getirilmis, siniflandirma modelleri i¢in uygun bir yap1
olusturulmustur. Bu veride de biitiin simiflarin  veri sayisi

esitlenmistir. Notr verilerin sayist gorece az oldugu icin diger
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siniflardaki veri sayilari azaltilmigtir. Toplam 2169 veri vardir ve her
sinif 723 veriye sahiptir.

Sinif Dagilimi

700 A

600

500 A

Veri Sayisi

300 A

200 A

100 A

0.0 1.0
Sinif

Sekil 8: RateMD veri kiimesi sinif dagilimi

Sonuglar ve Degerlendirme

NHS Veri Kiimesi

2.0

Tablo 2: NHS veri kiimesi

Algoritma Adi %70 Egitim %80 Egitim
%30 Test %20 Test

SVM Accuracy: 0.6804 Accuracy: 0.6838
F1 score: 0. 6762 F1 score: 0.6785
Recall: 0.6804 Recall: 0.6838
Precision: 0.6736 Precision: 0.6755

CNN Accuracy: 0.66 Accuracy: 0.65

F1 score: 0.66
Recall: 0.66
Precision: 0.67

F1 score: 0.65
Recall: 0.65
Precision: 0.65
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RoBERTa Accuracy: 0.72 Accuracy: 0.73
F1 score: 0.71 F1 score: 0.72
Recall: 0.72 Recall: 0.73
Precision: 0.71 Precision: 0.72
DistilBERT Accuracy: 0.6341 Accuracy: 0.6890
F1 score: 0.6203 F1 score: 0.6843
Recall: 0.6340 Recall: 0.6890
Precision: 0.6963 Precision: 0.6816
textRNN Accuracy: 0.6390 Accuracy: 0.6467
F1 score: 0.6111 F1 score: 0.6420
Recall: 0.6390 Recall: 0.6467
Precision: 0.6138 Precision: 0.6388
textGCN Accuracy: 0.6252 Accuracy: 0.6452
F1 score: 0.6186 F1 score: 0.6378
Recall: 0.6252 Recall: 0.6455
Precision: 0.6159 Precision: 0.6380
XGBoost Accuracy: 0.66 Accuracy: 0.67
F1 score: 0.66 F1 score: 0.66
Recall: 0.66 Recall: 0.67
Precision: 0.65 Precision: 0.66
CatBoost Accuracy: 0.6737 Accuracy: 0.6771

F1 score: 0.6669
Recall: 0.6737
Precision: 0.6639

F1 score: 0.6706
Recall: 0.6771
Precision: 0.6678
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Sekil 9: NHS veri kiimesi i¢in yuzde 70 precision sonucu
Recall

1.0
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negative neutral positive

Sekil 10: NHS veri kiimesi i¢in ylzde 70 recall sonucu

--293--



Score

Score

10

0.8 4

0.6 4

0.2

0.0 -

10

0.8

0.6

04

0.2

0.0

Fl-score

N SYM BB ROBERTA W textRNN  W@m CatBoost
s CNN B DistilBERT N textGCN I XGBoost

negative neutral positive

Sekil 11: NHS veri kiimesi i¢in ylizde 70 F1-score sonucu

Precision
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Sekil 12: NHS veri kiimesi i¢in ylizde 80 precision sonucu
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Sekil 13: NHS veri kiimesi i¢in yiizde 80 recall sonucu
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Sekil 14: NHS veri kiimesi i¢in yizde 80 F1-score sonucu

NHS veri kiimesi goz 6niinde bulunduruldugunda en basarili
sonuglar1 veren algoritmanin hem %70 egitim — %30 test hem de
%80 egitim — %20 test oranlarinda ROBERTa oldugu goriilmektedir.
Egitim ylizdesi arttikca performansi da artan RoBERTa modeli

Ozellikle yuksek wveriyle daha giligli genelleme yetenegi
sergilemektedir. Benzer sekilde DistilBERT de diisiik egitim
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oranlarinda nispeten zayif sonuglar vermesine ragmen egitim orant
arttiginda 6nemli bir performans artis1 gostererek daha rekabetci hale
gelmektedir. CatBoost algoritmasi da benzer sekilde yiiksek egitim
oranlarinda daha iyi sonu¢ vermekte ve istikrarli bir basar1 profili
cizmektedir. SVM modeli ise diisiik ve yliksek egitim oranlarinda
oldukg¢a benzer sonuglar vermekte, dolayisiyla egitim oranindan ¢ok
fazla etkilenmeyen dengeli bir algoritma olarak 6ne ¢ikmaktadir.
Ancak bu modelin basar1 diizeyi, ROBERTa gibi daha gelismis
modellerin gerisinde kalmaktadir. Ote yandan CNN modeli dikkat
cekici bir sekilde egitim orami arttikca daha koti sonuglar
vermektedir; bu da modelin ylksek veriyle overfitting ya da yeterli
ogrenememe gibi sorunlar yasadigini gostermektedir. textRNN ve
textGCN algoritmalar1 genel olarak zayif sonuglar verirken, egitim
orani artsa  bile diger modellerle aralarindaki  farki
kapatamamaktadir. XGBoost ise ortalama bir basar1 sergilemekte ve
egitim ylizdesi degisiminden ¢ok fazla etkilenmemektedir.

RateMD Veri Kimesi

Tablo 2: RateMD veri kiimesi

Algoritma Adi %70 Egitim %80 Egitim
%30 Test %20 Test

SVM Accuracy: 0.6897 Accuracy: 0.7074
F1 score: 0.6859 F1 score: 0.7028
Recall: 0.6897 Recall: 0.7076
Precision: 0.6843 Precision: 0.7017

CNN Accuracy: 0.65 Accuracy: 0.63
F1 score: 0.66 F1 score: 0.64
Recall: 0.65 Recall: 0.63
Precision: 0.68 Precision: 0.66
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RoBERTa Accuracy: 0.75 Accuracy: 0.76
F1 score: 0.74 F1 score: 0.75
Recall: 0.75 Recall: 0.76
Precision: 0.74 Precision: 0.75
DistilBERT Accuracy: 0.7204 Accuracy: 0.7488
F1 score: 0.7122 F1 score: 0.7430
Recall: 0.7204 Recall: 0.7489
Precision: 0.7130 Precision: 0.7421
textRNN Accuracy: 0.6283 Accuracy: 0.6221
F1 score: 0.6204 F1 score: 0.6066
Recall: 0.6283 Recall: 0.6221
Precision: 0.6172 Precision: 0.6154
textGCN Accuracy: 0.6125 Accuracy: 0.6205
F1 score: 0.6095 F1 score: 0.6179
Recall: 0.6125 Recall: 0.6205
Precision: 0.6102 Precision: 0.6183
XGBoost Accuracy: 0.64 Accuracy: 0.65
F1 score: 0.63 F1 score: 0.64
Recall: 0.64 Recall: 0.65
Precision: 0.63 Precision: 0.64
CatBoost Accuracy: 0.6851 Accuracy: 0.6959

F1 score: 0.6798
Recall: 0.6851
Precision: 0.6793

F1 score: 0.6895
Recall: 0.6961
Precision: 0.6882
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Sekil 20: RateMD veri kiimesi igin ylizde 80 F1-score sonucu

RateMD veri kiimesi géz oOnlinde bulunduruldugunda ise
NHS veri kiimesine benzer bir tablo gorulmektedir. En yiksek
basarty1 yine RoBERTa saglamaktadir ve egitim oranm yiikseldikge
performansi artmaya devam etmektedir. DistiIBERT modeli, NHS
veri kiimesinde oldugu gibi RateMD veri kiimesinde de egitim
yiizdesi arttikga belirgin bir basar1 yiikselisi gostermekte ve
RoBERTa’ya yaklasmaktadir. Bu durum, DistilBERT'in daha fazla
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veriye eristiginde Ogrenme Kkapasitesinin gii¢lendigini ortaya
koymaktadir. CatBoost yine giivenilir ve istikrarli bir model olarak
dikkat c¢ekmekte ve egitim oranmi arttikga kiiciik ama pozitif
degisimler gostermektedir. SVM, NHS veri kiimesindeki gibi burada
da dengeli bir model olarak yer almakta ve egitim orani
yiikseldiginde olumlu bir performans artis1 gostermektedir. Ancak
bu artig smurli kalmakta ve iist diizey modellerin gerisinde
kalmaktadir. CNN algoritmasi NHS veri kiimesindeki gibi burada da
benzer bir sekilde diisiik egitim oraninda daha iyi sonug verirken
yiiksek egitim oraninda performans kaybi1 yasamaktadir. Bu durum,
CNN’in bu tiir metin verilerine uygun olmadigin1 ya da asir1
ogrenme sorunlari oldugunu gostermektedir. textRNN modeli ise
egitim orami yiikseldikge performansi diisen nadir modellerden
biridir. Bu, modelin egitim verisini verimli kullanamadigini
gOstermektedir. textGCN ve XGBoost da genel olarak ortalama veya
diisik  basarilar  sergilemis, egitim  oram1  degisimleri
performanslarina belirgin bir etki yapmamustir.

Sonug

Bu calismada, dijitallesmenin artmasiyla birlikte saglik
sistemine dair O6nemli bir geri bildirim kaynag haline gelen
cevrimi¢i hasta yorumlarinin duygu analizi gergeklestirilmistir.
Temel problem, hasta deneyimlerinin saglik hizmeti kalitesine
yonelik anlamli i¢gdriilere doniistiiriilmesidir. Bu dogrultuda
yorumlar, dogal dil isleme ve makine Ogrenmesi algoritmalari
araciligiyla pozitif, notr ve negatif olarak siniflandirilmistir.

Calismada iki farkli saglik degerlendirme platformundan
alinan NHS ve RateMD veri kiimeleri kullanilmis; KNN, SVM,
CNN, textRNN, textGCN, XGBoost ve CatBoost gibi geleneksel
makine 0grenmesi algoritmalarinin yani sira ROBERTa, DistilBERT
gibi  Transformer tabanli derin Ogrenme modelleri de
degerlendirmeye alinmistir. Elde edilen sonuglar gostermektedir ki
Transformer mimarili modeller, 6zellikle ROBERTa, her iki veri
kiimesinde de en yiliksek dogruluk, F1, precision ve recall
degerlerine ulagarak diger algoritmalarin Oniine ge¢mistir. Egitim
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ylizdesi arttikca RoBERTa ve DistilBERT gibi modellerin
performansinin belirgin sekilde iyilestigi gdzlemlenmistir. CatBoost
ve SVM ise istikrarli fakat goreli olarak daha smirli basar
saglamistir. CNN gibi baz1 modellerin ise egitim verisi arttikca
performansinda diislis yasadigi goriilmiistiir.

Gelecekte yapilacak calismalarda veri seti ¢esitliliginin
artirilmasi, Tirkce gibi farkli dillerdeki yorumlarin da analiz
edilmesi, yorumlarin daha ayrintili kategori etiketlerine ayrilmasi ve
GPT benzeri biiyiik dil modelleriyle sifir 6rnekli siniflandirma
yontemlerinin entegrasyonu planlanmaktadir. Ayrica, yorumlardan
yalnizca duygu degil; ayn1 zamanda Oneri, sikdyet ve memnuniyet
temalarinin ~ otomatik  ¢ikarimi  lizerine  yogunlagilmasi
hedeflenmektedir. Bu dogrultuda gelistirilecek sistemler, saglik
politikalarinin ~ sekillenmesine ve hasta merkezli hizmet
iyilestirmelerine 6nemli katkilar sunabilir.
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