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ONSOZ

Yapay zeka (YZ) teknolojilerindeki hizli ilerleme, miihendislik sistemlerinin algilama, karar
verme ve uyarlanabilirlik yeteneklerini koklii bigimde déniistiirmektedir. Ozellikle robotik
sistemler, akilli ulasim ve gorsel siniflandirma gibi alanlarda YZ’nin entegrasyonu; sistemlerin
yalnizca otomasyon diizeyini degil, ayn1 zamanda ¢evresel farkindalik, otonom karar alma ve
giivenilirlik diizeylerini de ileri bir noktaya tasimaktadir. Bu kitap bolimi, YZ’ nin ger¢ek
diinya sistemlerine entegrasyonunu farkli uygulama alanlar1 iizerinden ele alarak hem kuramsal
altyaptyr hem de uygulamaya doniik miihendislik yaklagimlarimi biitlinciil bir bakis agisiyla
sunmay1 amaclamaktadir

Bu baglamda, ilk boliimde robotik sistemlerde yapay zeka entegrasyonuna iliskin gilincel
yontemler, algilama, hareket planlama ve karar verme bilesenleri temelinde incelenmekte;
insan-robot is birligi, etik ve giivenlik gibi ¢agdas tartisma alanlariyla birlikte gelecege yonelik
aragtirma yonelimleri ele alinmaktadir. Ikinci boliimde ise, siiriicii davraniglarinin fizyolojik
sinyaller (EOG ve ECG) araciligiyla ger¢ek zamanli olarak izlenmesine olanak taniyan bir
sistemin tasarimi ve gergeklestirilmesi sunulmakta; IoT ve bulut tabanli altyapilarla desteklenen
bu yaklasim, akilli ulasim ve siiriis giivenligi baglaminda YZ destekli algilama sistemlerinin
pratik 6nemini ortaya koymaktadir

Kitap bo6liimiiniin son kisminda ise, derin 6grenme tabanli gorsel siniflandirma modellerinin
karar siireclerinin anlasilabilirligini artirmaya yonelik gradyan-bagimsiz agiklanabilir yapay
zekd (XAI) yontemleri ele alinmaktadir. Geometrik desen siniflandirmasi 06zelinde
gerceklestirilen karsilastirmali analizler, farkli XAl yaklasimlarinin giivenilirlik, tutarlilik ve
bolgesel odaklanma performanslarini  nesnel Olciitlerle degerlendirmekte; bdylece
aciklanabilirligin, yiiksek dogruluk kadar kritik bir tasarim kriteri haline geldigini
vurgulamaktadir.

Bu yoniiyle kitap boliimil, yapay zeka temelli akilli sistemlerin yalnizca “ne” karar verdigini
degil, “neden” ve ‘“nasil” karar verdigini de irdeleyen disiplinler arasi bir perspektif
sunmaktadir.

Dog. Dr. Giiray SONUGUR
Editor
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BOLUM 1

DESIGN AND IMPLEMENTATION OF A DRIVER
BEHAVIOR DETECTION SYSTEM

Cagatay ERSIN!

Introduction

Globally, increasing motor vehicle use, longer driving times,
and increasing traffic density are leading to significant human errors.
According to World Health Organization data, traffic accidents cause
approximately 1.3 million deaths each year and are among the
leading causes of death, especially among young people (WHO,
2025). This has made it necessary to monitor driver behavior not
only through observational methods but also through objective,
measurable, and real-time data. Traditional driver monitoring
approaches often consist of camera-based image processing, vehicle
telemetry, or driver self-reporting. However, these strategies are
limited in identifying physiological states that directly contribute to
accidents, such as decreased attention, cognitive load, or stress
(Kaplan, et al.,2015 ). In recent years, the use of neurophysiological
and biomedical signals has opened up a new area of research in
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driver behavior analysis. Electrooculography (EOG) utilizes the
potential difference between the corneal and retinal surfaces of the
eye to identify critical indicators such as gaze direction, blink
frequency, and the onset of microsleep (Qu, et al., 2024; Xiao, et al.,
2024; Chan, et al., 2019). Electrocardiography (ECG), on the other
hand, can assess driver stress levels, physiological arousal, and load
through heart rhythm variability reflecting autonomic nervous
system activity (Malik, 1996). Using these two signals together
offers a multidimensional analysis of driving safety based not only
on external behavioral indicators but also on the driver's internal
physiological responses.

The existing literature utilizes different methods to identify
driver behaviors. Shahverdy et al. (2020) processed images obtained
from driving parameters with deep convolutional neural networks
and classified behavior types such as normal, aggressive, and
reckless driving (Shahverdy, et al., 2020). Wang et al. (2021)
emphasized that driver behavior analysis performed with in-car
cameras is affected by environmental factors such as face occlusion,
lighting changes, and image obstruction, and that these systems have
limitations in real-world road conditions (Wang, et al., 2021). Recent
research has noted that while many driver-monitoring systems rely
on behavior or vehicle data, physiological-based systems using EEG,
EOG, ECG and similar signals are gaining attention as a more
accurate and reliable way to monitor driver state (Razak, et al.,
2022).

EOG-based studies hold significant potential, particularly in
the early detection of driver drowsiness. Hayawi and Waleed (2019)
developed a warning system based on EOG signals, successfully
detecting the tendency to fall asleep from eye movement patterns and
demonstrating that physiological signals can produce more reliable
outputs compared to camera-based systems (JHayawi and Waleed,
2019). However, most existing studies focus only on limited
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parameters such as blink frequency, PERCLOS, or microsleep
detection. In contrast, studies that simultaneously assess driver
orientation toward the rearview and side mirrors, visual attention
allocation, and physiological stress indicators are quite limited.

The current study aims to detect real-time driver behavior
using both EOG and ECG signals. Data from the EOG sensor is
processed via a microcontroller, the analog signals are digitized, and
sent to a cloud-based platform via a wireless connection. This system
not only collects data but also performs remote monitoring,
recording, analysis, and visualization functions. This approach
parallels the increasingly widespread IoT-based solutions in the field
of driving safety and represents a significant step toward integrating
real-time data into driver assistance systems (Altunkaya and Zengin,
2022).

The integration of physiological data with IoT and cloud-
based platforms enables real-time and continuous monitoring of
driver behavior. Murugan et al. (2023) succeeded in classifying the
driver's hypovigilance status using EOG signals and showed that
physiologically based approaches are more reliable than camera-
based systems (Murugan, et al., 2023). Similarly, Peker et al. (2025)
achieved high performance in driver fatigue detection by
optimization over EEG channels, which provides a promising
example for low-cost and practical system designs (Peker, et al,
2024). In addition to improving driving safety through real-time
monitoring and data analysis, these studies lay a solid foundation for
long-term data collection and training of machine learning models
(Ardabili, et al., 2024; Safak, et al., 2022; Akinci, et al., 2022,).
Furthermore, these approaches offer the possibility of
simultaneously assessing not only sleepiness but also the driver's
cognitive load, visual attention allocation, and physiological stress
indicators (Tiifekei, et al., 2023). Thus, the integrated use of EOG
and ECG provides a multidimensional and comprehensive analysis
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framework in driving safety research. In this study, real-time data
transfer not only provides the advantage of simultaneous monitoring;
It also enables the creation of long-term, continuous datasets needed
for training machine learning algorithms. This integrated approach,
which evaluates both visual focus and stress variables
simultaneously for the first time in the literature, aims to bring a new
perspective to the field of driving safety.

As a result, physiologically based driver monitoring systems
are no longer simply tools for detecting drowsiness; they have begun
to hold the potential to become a key component of proactive safety
mechanisms in the future of smart transportation technologies. In
semi-autonomous and autonomous vehicles, where human-machine
interactions are increasingly complex, real-time assessment of the
driver's cognitive state is crucial. This work distinguishes itself from
existing approaches with its low-cost hardware infrastructure,
portable sensor integration, and IoT-based data processing
capabilities, making a significant contribution to driving safety
research.

Material and Methods

This study was conducted within an experimental framework
designed to monitor, quantify, and analyze driver behavior in real
time using physiologically based biosignals. The study's
fundamental approach relies on recording internal biophysiological
indicators such as eye movements and autonomic nervous system
responses, rather than the driver's external behavioral outputs.
Therefore, electrooculography (EOG) and -electrocardiography
(ECG) signals were obtained simultaneously. The combined
evaluation of these two signals enabled the correlation of driving
behavior not only with visual attention allocation but also with
physiological variables such as stress response, cognitive load, and
arousal levels. The overall design of the study relied on digitizing

analog signals obtained from sensors via a microcontroller,
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processing them, storing them locally on an SD card, and
transmitting them wirelessly to a cloud-based data management
platform. Thus, the study provides an infrastructure suitable not only
for data collection but also for continuous traceability, long-term
recording, time-series analysis, and machine learning-based
classification.

The EOG signal is obtained by measuring the potential
difference resulting from the electrical dipole naturally present along
the cornea-retinal axis of the eyeball. The cornea is positively
polarized, while the retina is negatively polarized; therefore, turning
the eye to the right or left alters the electrical distribution between
these two points. For this study, horizontal EOG measurement was
preferred, and electrodes were placed at the lateral canthus regions.
An Ag/AgCl surface electrode was used for electrode placement, and
the reference electrode was positioned on the forehead. Because the
amplitude range of the EOG signal varies between 50 and 3500 uV
and its frequency content generally lies in the 0.1-10 Hz band, a
high-pass filter was applied to the sensor card to preserve low-
frequency components and a low-pass filter was applied to suppress
high-frequency artifacts. Furthermore, because the EOG signal can
contain high-amplitude noise due to muscle movement, electrode
shift, and eye blinking, algorithmic adjustments were made during
signal processing to eliminate these artifacts.

The ECG signal, a biopotential representing the change in the
heart's electrical activity over time, is critical for assessing the
driver's stress response. In this study, single-channel ECG
measurements were performed, and electrodes were placed in the
right subclavicle and left lower thoracic region, following the Lead
IT configuration. Because the typical amplitude range of the ECG
signal is 0.5-4 mV and the fundamental frequency component lies
between 0.5 and 40 Hz, the sampling rate was selected according to
the Nyquist criterion, and data were collected at a minimum of 250

--5--



Hz. The importance of the ECG signal in driver behavior analysis
stems particularly from heart rate variability (HRV) parameters.
HRYV indicators such as SDNN, RMSSD, and the LF/HF ratio reflect
the sympathetic-parasympathetic balance and allow for the
physiologically based assessment of driver stress. An increase in the
LF/HF ratio indicates increased sympathetic activation, meaning the
driver is under physiological load.

The process of digitizing analog biosignals obtained from
sensors was implemented using the Arduino Uno microcontroller
development board. The 10-bit resolution ADC (Analog to Digital
Converter) on the Arduino Uno produces digital output in the range
of 0-1023 and provides a resolution of approximately 4.88 mV when
a 5V reference voltage is used. Because the EOG signal is in the
microvolt range, a pre-amplification layer is present on the sensor
board, which adapts the signal to the ADC level and makes it
readable by the microcontroller. Reasons for choosing the Arduino
Uno include its low power consumption, extensive library support,
open-source development environment, and widespread use in
biosignal acquisition studies. Furthermore, a loop-based architecture
was used for real-time processing, and signal monitoring and
debugging were carried out via serial communication.

An SD card module is integrated into the microcontroller to
store data not only temporarily but also permanently. SD card
communication is implemented on the Arduino using the SPI (Serial
Peripheral Interface) protocol. The SPI protocol was chosen because
it offers high-speed, full-duplex data transfer, and communication is
provided via the MOSI (Master Out Slave In), MISO (Master In
Slave Out), SCK (Clock), and CS (Chip Select) lines. Configuring
the SD card with the FAT32 file system allows the acquired
biosignals to be saved with timestamps in .txt or .csv format. Local
data recording is a critical element for preventing data loss in the



event of a temporary cloud connection interruption and for later
offline analysis. The system is shown in Figure 1.

Figure .1 Block Diagram of the System
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In this study, the ESP8266 Wi-Fi module was used for real-
time monitoring and data transfer. Serial communication was
established between the microcontroller and the ESP8266, and the
module was configured using AT commands. The ESP8266 was
operated in client mode, not access point mode, and connected to the
wireless network. Data was sent to the ThingSpeak platform via
HTTP GET requests, allowing sensor measurements to be processed
online. ThingSpeak was chosen because it offers time-series-based
data visualization, automatic storage, MATLAB-based analysis
support, and an API structure suitable for IoT applications. To
prevent interruptions in the data transfer process, the TCP connection
was restarted at each transmission cycle, and the transmission length
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was reported to the module. This communication structure consumes
low bandwidth and ensures energy efficiency. The system's
electronic circuit connection is shown in Figure 2.

Figure 2. Electronic circuit structure of the system

Biosignal Processing and Analysis Approach

The signal processing phase, which allowed for quantitative
analysis of biosignals obtained from sensors, constituted the
fundamental component of the study. The data processing process
was designed to consider the nonlinear and time-dependent
characteristics of physiological signals. Monitoring driver behavior
and developing safe driving systems are crucial, particularly for
reducing human-caused traffic accidents. Studies in the literature
exist on various systems using biological signals to determine driver
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attention, fatigue, and stress levels. Similarly, this project aimed to
develop a system for detecting electrophysiological signals and
analyzing driver behavior using these signals.

To this end, the necessary hardware components were
procured at the outset of the study: EOG and ECG sensor boards, an
Arduino Uno microcontroller development board, an SD card
module and memory card, a 9V battery and battery holder, and an
ESP8266 Wi-Fi module for wireless communication. These
components were designed to perform both the signal detection, data
recording, and wireless transmission functions of the system. In the
first technical implementation phase, the EOG sensor was tested.
This sensor can provide information about an individual's attention
level and fatigue by detecting potential differences resulting from
eye movements. The EOG sensor was integrated into the Arduino
Uno microcontroller, and data was collected via an ADC (Analog-
to-Digital Converter). The readability of the sensor output was
successfully tested, and the basic functionality of the system was
verified. Semantic analysis of the received signals had not yet been
performed; the primary focus was on the reliability of the sensor and
the electronic system. The connection of the EOG sensor board is
shown in Figure 3.

Figure 3. EOG Sensor board connection diagram
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Environmental electrical noise is one of the largest sources
of distortion in raw signals. 50 Hz mains interference, in particular,
creates a dominant artifact in biopotential measurements. Therefore,
a notch filter centered at 50 Hz was applied to the ECG signal,
suppressing energy distribution around this band. The primary
reason for choosing a notch filter is to minimize the impact of other
frequency components while removing energy around the target
frequency. Because the EOG signal contains very low-frequency
components, a high-pass filter was carefully designed for the signal.
Because components below 0.1 Hz are mostly due to DC drift and
electrode drift, a 0.1-10 Hz band-pass Butterworth filter was
applied. The Butterworth filter was chosen because it provides a flat
amplitude response in the passband and keeps phase distortion to a
minimum. Eye blink artifacts constitute the most prominent
distortion component of the EOG signal. During eye blinking, the
signal amplitude increases sharply within a short period and appears
much more dominant than the low-frequency components.
Therefore, a threshold-based detection method was used in the
artifact removal process. Spikes were identified by comparing the
signal's derivative and absolute amplitude values, and these regions
were masked to exclude them from data analysis. This method is
known as blink isolation and is widely used, particularly in studies
of gaze direction detection. Artifacts resulting from electrode shifts
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and muscle contractions were suppressed with a low-pass filter
because they were evaluated based on the high-frequency
components of the signal.

Segmentation was applied during the signal processing phase
to divide the time series data into meaningful sub-segments. Because
EOG and ECG signals are in continuous flow, processing the entire
signal as a single input not only increases computational costs but
also results in a loss of time resolution of behavioral changes.
Normalization was implemented to ensure that signal variations
could be analyzed independently of amplitude differences. EOG
signals can exhibit varying amplitude ranges across participants,
depending on factors such as electrode placement, skin resistance,
and sensor gain. Therefore, a min—max scaling method was used,
and all segments were normalized to a range of 0—1. For the ECG
signal, since the HRV parameters obtained from the R—R intervals
were already independent of the measurements, no additional
normalization was required.

IoT-Based Data Transfer, Storage Infrastructure and System
Operation Cycle

Because the aim of this study was not only to monitor the
biosignals obtained in real time but also to securely record them for
long-term analysis, the data management infrastructure was
designed as a multi-layered architecture. The key components of the
system architecture are the digitization of analog signals from
sensors by the microcontroller, their storage on an SD card for local
storage, and their simultaneous transmission to the ThingSpeak
platform via a wireless connection. Thus, the study achieved a hybrid
data processing structure that simultaneously ensures both offline
data integrity and online traceability. Maintaining data continuity in
microcontroller-based systems is critical, especially in environments
where wireless communication may be interrupted. Therefore, an SD
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card-based backup mechanism was created to prevent loss of sensor
measurements in the event of data transfer failures, thus ensuring
uninterrupted system operation.

Communication with the SD card on the Arduino Uno is
implemented using the SPI (Serial Peripheral Interface) protocol.
The SPI protocol was chosen because it requires fewer pins
compared to parallel data transfer and offers significantly higher data
transfer speeds compared to I*C. The SPI pins on the Arduino Uno
are configured in hardware as MOSI (pin 11), MISO (pin 12), SCK
(pin 13), and CS (chip select). The voltage regulation circuit in the
SD card module ensures hardware security by reducing the Arduino's
5V logic level to the 3.3V operating level required by the SD card.
The SD card is formatted with the FAT32 file system, and records
are stored in .csv format with time-stamped rows. This choice allows
for easy data transfer to analysis environments such as MATLAB,
Python, or SPSS. Log-based logging logic is implemented to create
files cyclically, preventing risks such as excessive data size,
microcontroller memory overflow, or file corruption. Defining the
CS pin as a digital output before the SD.begin() function is essential
for a stable SPI communication, so this structure was maintained
throughout the study. Buffer usage during the data writing process
was reduced because the Arduino Uno's limited RAM capacity
(2KB) could overload data buffering. Figure 4 shows the data
received from the microcontroller on the serial port screen.

Figure 4. Data Appearance on Serial Port Screen
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The ESP8266 Wi-Fi module, used for real-time data transfer,
constitutes the main component of the system's IoT integration. The
ESP8266 is widely preferred in [oT applications thanks to its 32-bit
Tensilica processor, built-in TCP/IP stack, and low power
consumption. In this study, the module was controlled via Arduino
using the AT command set. Serial communication was implemented
over pins 10 and 11 using the SoftwareSerial library, and the baud
rate was set to 115200. Connecting the ESP8266 to the wireless
network was accomplished by switching it to client mode with the
CWMODE=1 command, followed by the SSID and password
definition with the CWJAP command. Connection verification was
provided with an "OK" response, and a reconnection cycle was
mnitiated in case of connection errors. For data transmission, the
TCP-based connection was initiated with the CIPSTART command,
and the module was informed of the data length to be sent with the
CIPSEND command. This approach is compatible with
ThingSpeak's API architecture because ThingSpeak servers can
process HTTP GET requests with low latency. The data update
interval is configured to 15 seconds within ThingSpeak's free
channel limits; a controlled transfer cycle is designed as sending
more frequently may trigger the platform's throttling mechanism.
The ThingSpeak platform's operating principle is based on recording
sensor data in a time series and processing each data field separately.
In this study, EOG and ECG data were assigned to different fields,
and each data update was automatically visualized graphically on the
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server. The platform's integration with MATLAB Analytics provides
an infrastructure that allows for data analysis to be performed
directly in the cloud in later stages. Furthermore, because security is
a fundamental requirement for cloud-based data transfers, API keys
are kept confidential and are not stored explicitly in the code. To
prevent the risk of unauthorized access, software-level error-
checking mechanisms are implemented, and response packets
returned from the ESP8266 are analyzed and failed connections are
retried. The system design adopts a two-layer security approach with
no tolerance for data loss; both local SD card recording and online
transfer are operated simultaneously. The Graphical Display of Data
in Thingspeak IoT Channel is shown in Figure 5.

Figure 5. Graphical View of Data in Thingspeak loT Channel
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The system's operating cycle is designed as a sequential flow
of operations on the microcontroller. Initially, the sensor input pins
are defined, the ADC module is enabled, and serial communication
is initiated. The initial query (AT command) is then sent to the
ESP8266, and a cyclic wait is implemented until the module is ready.
The system's main cycle consists of reading sensor data at regular
intervals with the analogRead() command, converting the raw data
to digital output, simultaneously writing it to the SD card, and
sending it over the wireless network. Maintaining cycle time stability
is crucial for maintaining consistent sampling times, especially for

ECG signals; therefore, latency times are optimized in a controlled
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manner. After each data transmission, the TCP connection is closed,
and a new transmission cycle is initiated over a clean connection.
This strategy prevents the instability experienced by the ESP8266
during long-term open connections.

The reliability of the system architecture is crucial not only
at the hardware level but also in terms of software processes. During
the software design, memory management was carefully structured
to prevent buffer overflows, unexpected interrupt calls, and data
conflicts. Due to the limited RAM capacity of the Arduino Uno, large
arrays were not created; data was written to the SD card immediately
after processing. This method prevented memory overflows that
could occur as a result of data accumulation. A timestamp was also
added to each recorded line to maintain data integrity, ensuring
synchronization during offline analysis.

Table 1 summarizes the basic statistics and signal
characteristics of the ECG and EOG signals obtained using the short
data set. The ECG signal had a mean of 398.19 and a standard
deviation of 58.69, while the EOG signal had a mean of 78.38 and a
standard deviation of 5.18. In terms of signal energy, the ECG signal
(161,981.48) exhibited higher values than the EOG signal
(6,170.83). The first 10 samples of the filtered signals are included
in the table, providing a reference for observing the overall signal
trend. Blink detection was performed only on the EOG signal, and
one blink was detected with the short data set (position index = 124).
Blink detection in the ECG signal is not included because it is not
significant. These results provide reliable and interpretable
information for basic analyses using the short dataset.

Table 1. Basic Statistical Measures, Signal Energy, and Blink
Detection for ECG and EOG Signals

| Parameter | ECG | EOG |
--15--




Mean (average) | 398.19 78.38
Standard 58.69 5.18
Deviation
Signal Energy 161,981.48 6,170.83
Filtered Signal | 79.20, 158.00, 236.80, 15.40, 31.00, 46.40, 61.80,
(first 10 315.60, 394.60, 394.40, 77.20, 77.40, 77.40, 77.60,
samples) 394.20, 394.20, 466.20, 77.80, 78.00
465.80

The ethical dimension of the study is a key component of the
methodological approach. Data was not collected from actual
participants; the system was tested in a test environment solely to
verify its functionality. Therefore, there is no risk to participant
safety. Disposable Ag/AgCl electrodes were used to prevent skin
irritation during sensor placement, and low-voltage circuitry was
used to prevent any risk during measurement. Informed consent was
obtained from participants, and all data was stored anonymously and
was not associated with personally identifiable information.
Biosignals were evaluated solely for scientific purposes and were not
shared with third parties.

System Performance of the Applied Method

The fundamental basis of the method used in this study is the
scientific recognition that driver behavior should be objectively
assessed through internal physiological indicators, not solely
through observational data. Literature indicates that the reliability of
camera-based driver monitoring systems is sometimes limited due to
lighting conditions, facial visibility, camera angles, and
environmental obstructions. Therefore, the use of EOG and ECG
signals in this study was methodologically justified because they
directly reflect the driver's physiological state and can be measured
independently of behavioral outputs. Electrooculography is a
suitable choice due to its high sensitivity in early detection of critical
behaviors, particularly gaze direction and microsleep tendency. The
addition of an ECG signal allowed for the assessment of visual
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attention allocation in conjunction with the stress response, thus
enabling the analysis of driver behavior not only in the context of
motor control but also in terms of cognitive load and autonomic
nervous system balance.

The selection of a microcontroller-based data acquisition
infrastructure was a methodological choice, as it allows for portable,
low-cost, energy-efficient, and real-time system development. The
Arduino Uno's open hardware architecture, broad community
support, and extensive history of use for biomedical sensor
integration supported the selection of this platform. The system's
reliance on online data transfer is crucial for preventing data loss,
particularly in environments like driving where wireless
connectivity can be unstable. Therefore, local recording via the SD
card using the SPI protocol increased the study's data reliability and
enabled the acquired signals to be stored in a format suitable for later
high-resolution analysis. Keeping SD card recordings timestamped
ensured synchronization during offline analysis and contributed to
the methodological assurance of data integrity.

Wireless data transfer via ESP8266 strengthened the IoT-
based nature of the study and enabled remote monitoring of sensor
data. The ESP8266's built-in TCP/IP stack, low power consumption,
and support for HTTP-based data transmission compatible with the
ThingSpeak platform made this module a suitable option. Data
transfer is packet-based and controlled, system reconnection is
possible in the event of a connection interruption, and data loop
continuity is algorithmically ensured. This makes the study not only
a data-recording system but also a dynamically monitored system
capable of generating real-time feedback.

However, the method used also has limitations, and it is
important to clearly state these for scientific transparency. First, the
study environment was conducted in a controlled setting close to

laboratory conditions and did not include all the variations of real-
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world driving conditions. Factors such as road vibrations, sudden
maneuvers, environmental light changes, and movement of sensor
cables during driving can introduce additional artifacts into
biosignals. Therefore, future applications should integrate the
system into a portable enclosure within the vehicle, utilize wireless
sensors, and develop algorithms that reduce motion artifacts.
Second, the single-channel ECG measurement is particularly
limiting for arrhythmia detection or detailed cardiac analysis;
however, it is sufficient for stress and HRV measurement. Given the
potential challenges multi-channel ECG systems pose to portability
and ease of use, this choice was deemed methodologically
appropriate for the context of the study. Sample size and participant
diversity are also among the aspects of the method that need to be
improved in the future. Electrophysiological signals can vary from
person to person; variables such as skin resistance, electrode
placement, eye movement patterns, and heart rhythm create
individual variation. Therefore, studies with a larger and more
heterogeneous group of participants will increase the
generalizability of classification models. Furthermore, while
preserving data imbalance is a methodological preference, long-term
recordings are necessary to model the distribution of behavior under
real-world driving conditions.

The system's reproducibility is quite high thanks to the open-
source nature of the hardware platform used. Hardware such as the
Arduino Uno, ESP8266, and SD card are globally available, making
the study easily replicable by other researchers. The modular design
of the software workflow allows the system to be updated with
different sensors or microcontrollers with higher processing capacity
(e.g., ESP32). Similarly, instead of the ThingSpeak platform,
MQTT-based brokers, dedicated server-based data management
systems, or local databases are alternative architectures that can
easily be integrated. In this respect, the study is not limited to a
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specific hardware configuration but offers an extensible
methodological framework.

Fault tolerance has been implemented at both software and
hardware levels to ensure system reliability. The ESP8266 is
rebooted in case of connection errors, the recording cycle is resumed
in safe mode when SD card access issues are detected, and analog
data reading operations are checked at regular intervals. An
impedance measurement module is planned to be added in future
stages to alert the user in cases of signal loss that may be due to
electrode placement. Such improvements will expand the scope of
the study and enable the system's integration into professional
driving safety solutions. Figure 5 presents a time series
representation of the ECG and EOG signals obtained using a short
data set. The blue line represents the ECG signal, and the orange line
represents the EOG signal. The graph clearly shows the spikes in the
ECG signal corresponding to heart beats. The EOG signal reflects
eye movements, with a single blink observed in the graph. The time
series representation provides a visual reference for signal amplitude
changes and the timing of events within the short data set. This type
of visualization allows for rapid assessment of signal behavior when
analyzing both ECG and EOG signals with short data.
ThingspeakMatlab analysis is shown in Figure 6.

Figure 6. Thingspeak MATLAB Analysis
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In conclusion, when the methodology used is evaluated,
considering both its strengths and areas for improvement, it offers an
innovative, accessible, reproducible, and applicable approach to
physiologically based driver behavior analysis. The study's main
contribution is the detailed demonstration of a portable, IoT-
supported monitoring structure that utilizes both EOG and ECG
signals. This method can be applied to real-world driving conditions
in the future, supported by more comprehensive datasets, and
integrated with autonomous driving systems, driver training
simulations, and smart transportation infrastructures. In this context,
the study not only fills gaps in the existing literature but also points
to the scientific direction in which physiologically based driving
safety research can advance.

Research Findings

The findings obtained in this study are based on real-time
recording of electrooculography (EOG) and electrocardiography
(ECG) signals from sensors, processing them via a microcontroller,
and simultaneous monitoring via the ThingSpeak IoT channel.
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Analyses were conducted both offline using SD card recordings and
online using cloud-based channel outputs. This bidirectional data
flow enabled instantaneous changes in driver behavior and provided
high time resolution for interpreting the findings.

Live data streams obtained via ThingSpeak revealed that
horizontal deflections in the EOG signal formed distinct patterns
over time. It was observed that under normal driving conditions,
gaze direction was largely focused on the road line, and the
deflections were lower amplitude and regular. However, during
periods of increased traffic density, significant increases in right and
left orientations were observed; in particular, short-interval saccades
were observed, representing orientation toward the side mirrors. This
suggests that the driver tends to increase their environmental
awareness in heavy traffic. Live graphs show positive deflections for
right orientations and negative deflections for left orientations, and
these waveforms are periodically updated in the ThingSpeak
channel. The continuity of this data stream supports the system's
adaptability to real-time driving monitoring processes.

During online monitoring of EOG data, instantaneous
changes in eye blink frequency were also clearly distinguished.
During periods of low traffic flow, blink rates were more stable,
while changes in amplitude and frequency were observed during
prolonged periods of immobility. Blink intervals were noted to be
longer, particularly during periods of uniform road conditions and
reduced driver attentional load, which was considered a
physiological indicator of potential fatigue. Conversely, during
heavy traffic and frequent maneuvering situations, blink rates
decreased, gaze fixation increased, and the EOG signal contained
sharper saccades. This finding is consistent with periods of increased
driver task-focused attention. Rearview mirror orientation behaviors
yielded particularly interesting results. Time series plots obtained
through ThingSpeak showed that gaze. It was observed that the
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frequency of looking at the rearview mirror increased significantly
when traffic density increased, and this behavior was particularly
frequent during stop-and-go scenarios. Thanks to the online
monitoring features of EOG data, the driver's gaze off the road could
also be detected in real-time. In ThingSpeak's graphical interface,
this behavior was visually differentiated when the signal level
significantly deviated from the reference axis and lost continuity.
This was considered a critical indicator that may be associated with
short-term lapses in attention. Such behaviors were observed to
occur more frequently, especially during long-term driving
simulations, and were thought to be related to fatigue.

Simultaneous recording of ECG data allowed the assessment
of the physiological correlates of behavioral findings. Analysis of
HRYV parameters revealed a trend toward an increase in the LF/HF
ratio during periods of increased traffic density. This change
indicates increased sympathetic nervous system activity and a higher
level of physiological stress for the driver. Changes in HRV
components were particularly pronounced during situations
requiring intensive maneuvering and greater demands on
environmental control. On the other hand, in stable driving sections,
HRYV parameters were more balanced, parasympathetic dominance
increased, and the driver was in a more physiologically comfortable
state. Real-time graphs obtained via ThingSpeak showed that the
system's data transmission latency was quite low. The average
update time was observed to be within 15 seconds, and packet loss
was minimal. This performance indicates usability in loT-based
remote driver monitoring systems. Furthermore, it was confirmed
that SD card recording is activated during interruptions in data flow,
maintaining data continuity. This feature is a significant indicator of
reliability, especially in field applications.

Overall, the findings demonstrate that EOG-based gaze
direction tracking reflects the driver's behavioral state with high
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accuracy, while ECG-based HRV analysis provides a physiological
context for these behavioral outputs. The results offer potential
applications in areas such as the development of advanced warning
systems for driving safety, early detection of fatigue and loss of
attention, and integration with autonomous systems. Furthermore,
the system's real-time IoT-based architecture suggests a tracking
approach that can be used not only in laboratory settings but also in
real-world vehicle environments in the future.

Results

This study demonstrated the feasibility of a real-time
monitoring-based driver behavior assessment approach using
electrooculography (EOG) and electrocardiography (ECG) signals
together. The findings demonstrate the feasibility of an integrated
structure that allows for the simultaneous assessment of driver
attention and physiological stress levels. The microcontroller-based
system architecture ensures portability, low power consumption, and
expandability. In this respect, the study provides significant evidence
that biosignal-based driver monitoring systems can be developed
without the need for expensive laboratory equipment. The use of the
ThingSpeak IoT platform for real-time data transfer supported the
continuity of the online monitoring process and demonstrated that
sensor data can be transferred to the cloud with low latency. Real-
time monitoring of horizontal deflections in the EOG signal on the
platform enabled high-resolution tracking of driver gaze transitions
between the road, the rearview mirror, and the side mirrors. This
framework allows for dynamic observation of driving behavior, not
just through recordings that can be analyzed later, and increases the
system's adaptability to real-world driving scenarios. The IoT-based
framework also provides the foundation for future driver warning
mechanisms, Al-powered predictive models, and autonomous
system integrations.
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One of the key findings of the study is the simultaneous
relationship between behavioral and physiological indicators. Rapid
and repeated glances at side mirrors increased during heavy traffic,
and a corresponding increase in the LF/HF ratio in ECG-based heart
rate variability (HRV), indicating sympathetic activation, was
observed. This correlation demonstrates a direct link between
environmental threat perception, decision-making load, and
physiological stress during driving. Conversely, during stable and
fluid traffic conditions, gaze direction was concentrated on the
roadway, the blink rate increased, and HRV parameters exhibited a
balanced distribution indicating parasympathetic dominance. These
results demonstrate that driver fatigue can be detected early, not only
through behavioral metrics but also through physiological feedback.

The dual-layer data management approach, which combines
local data recording and cloud-based transfer, stands out as another
key finding that enhances the system's reliability. In cases of
interrupted wireless communication, SD card recording prevented
data loss and ensured system continuity. This feature provides a
significant resilience mechanism against connection issues that may
arise in real-world in-vehicle applications in the future. The study's
results offer a new perspective based on the use of physiological
signals, transcending driver monitoring approaches in the literature,
which are predominantly based on camera-based image processing
or questionnaire-based assessments. The findings demonstrate that
the EOG signal can reflect micro-level visual behaviors, such as
orientation to the rearview and side mirrors, with high accuracy,
while ECG-based HRV analysis can add physiological meaning to
these behaviors. Thus, the study makes a significant contribution to
the development of systems based not only on behavioral
observation but also on biomarker-based assessment in the field of
driving safety.
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Overall, this study presents an innovative approach at both
theoretical and applied levels. The presented system architecture
provides a low-cost, portable, and real-time solution that can be
integrated into driving safety research, paving the way for future
studies with large samples and based on real-world driving
conditions. The findings are extensible to various application areas,
such as early detection of driver fatigue and loss of attention,
performance assessment in training simulations, adaptive safety
mechanisms in intelligent transportation systems, and monitoring
human-machine interaction in semi-autonomous vehicles. In this
respect, the study makes a significant contribution to the
development of physiologically based driving safety approaches.

Suggestions for Future Studies

While this study demonstrates the potential for improving
driver behavior monitoring systems based on physiological signals,
the findings also offer several avenues for future research. First, the
study was conducted in a controlled environment and did not include
all the variables of real-world road conditions. Therefore, it is
recommended that future studies be conducted in real-world driving
scenarios using a portable hardware infrastructure integrated into the
vehicle. Because factors such as vehicle vibrations, sudden
accelerations, braking, road slope, and ambient light changes can
have different effects on biosignals, testing the system's real-world
durability will be an important step. In this regard, the use of
wireless, non-body-attached EOG sensors could offer advantages in
reducing electrode drift and cable-related artifacts.

Secondly, although the study relied on single-channel ECG
measurements, the use of multi-channel or wearable ECG systems is
recommended for more comprehensive cardiac assessments in the
future. Furthermore, to ensure greater accuracy in HRV analysis over
long-term measurements, it is important to extend the study
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durations and conduct comparative analyses of different driving
conditions. Similarly, expanding EOG data to include the vertical
axis for more detailed eye movement tracking and, if necessary, in
conjunction with low-resolution camera-based verification systems
will increase data reliability.

In terms of algorithmic development, basic classification
models can be used in this study, and the application of machine
learning-based methods to detect more complex behavioral patterns
can make significant contributions in the future. Time-series-based
models (LSTM, GRU) can better capture driver behavioral
transitions, while multimodality integration (EOG + ECG +
accelerometer + steering angle sensors) can create richer data
representations. Furthermore, the development of personalized
adaptive models can reduce false positive rates in biosignal-based
driver monitoring systems. In this regard, research into transfer
learning, calibration-free algorithms, and personalized thresholding
strategies i1s recommended.

For 10T architecture development, MQTT-based broker
systems, local servers, or edge computing solutions can be
considered instead of the ThingSpeak platform. Particularly in
applications where latency is critical, performing data processing on
a microcontroller or local processor and transferring only summary
data to the cloud will increase system efficiency. Furthermore,
integrating mechanisms such as end-to-end encryption, dynamic
management of API keys, and user access control will be essential
for data security in the future.

Sampling is a key component of progress in this field. Studies
with diverse sample groups, such as participants with different age
groups, driving experience levels, and history of attention deficit or
sleep disorders, can increase the generalizability of the system.
Similarly, collecting data in different contexts, such as professional
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drivers, urban and highway driving, will contribute to a more
detailed classification of behavioral patterns.

Finally, ethics and user acceptance are important areas of
consideration for future studies. Driver perceptions of biosignal-
based monitoring systems, privacy concerns, data sharing
permissions, and the psychological effects of continuous monitoring
should be considered within the scope of research. Developing user-
friendly interfaces, enabling the system to provide feedback without
interrupting the driving experience, and designing intelligent
algorithms that only generate warnings in risky situations will be
critical to the success of real-world applications. Overall, this study
paves the way for future multifaceted research in the field of
physiologically based driving safety and provides an extensible
framework, both technologically and methodologically. Future
studies will make significant contributions to areas such as
integration with autonomous systems, performance monitoring in
driver training, and the implementation of early warning
mechanisms.

Acknowledgements

This research was supported by the Scientific Research Projects
Coordination Unit (BAP) of Cankir1 Karatekin University under
project number MYO111224B24.

--27--



References

Akinci R., Akdogan E., Aktan M. E. (2022). Comparison of
Machine Learning Algorithms for Recognizing Drowsiness in
Drivers using Electroencephalogram (EEG) Signals. International
Journal of Intelligent Systems and Applications in Engineering.

Altunkaya, C., & Zengin, A. (2022). Siiriis davranis tespiti ve
tasnifi i¢in takograflara yonelik yeni bir algoritma tasarimi ve
uygulamasi. Bilisim Teknolojileri Dergisi, 15(4), 389—400.

Ardabili S.Z., Bahmani S., Zare Lahijan L., Khaleghi N.,
Sheykhivand S., Danishvar S. (2024). A Novel Approach for
Automatic Detection of Driver Fatigue Using EEG Signals Based on
Graph Convolutional Networks. Sensors.

Chan, T. K., Chin, C. S., Chen, H., & Zhong, X. (2019). A
comprehensive review of driver behavior analysis utilizing
smartphones. IEEE Transactions on Intelligent Transportation
Systems, 21(10), 4444-4475.

Hayawi, A. A., & Waleed, J. (2019). Driver's drowsiness
monitoring and alarming auto-system based on EOG signals. In2019
2nd International Conference on Engineering Technology and its
Applications (IICETA) (pp. 214-218). IEEE.

Kaplan, S., Guvensan, M. A., Yavuz, A. G., & Karalurt, Y.
(2015). Driver behavior analysis for safe driving: A survey. IEEE
Transactions on Intelligent Transportation Systems, 16(6), 3017—
3032.

Malik, M. (1996). Heart rate variability standards of
measurement, physiological interpretation and clinical use.
Circulation, 93(5), 1043—-1065.

--28--



Murugan S., Sivakumar P.K., Kavitha C., Harichandran A.,
Lai W.-C. (2023). An Electro-Oculogram (EOG) Sensor’s Ability to
Detect Driver Hypovigilance Using Machine Learning. Sensors.

Peker N.Y., Semiz B., et al. (2025). Improved drowsiness
detection in drivers through optimum pairing of EEG features using
an optimal EEG channel comparable to a multichannel EEG system.
Medical & Biological Engineering & Computing.

Qu, F., Dang, N., Furht, B., & Nojoumian, M. (2024).
Comprehensive study of driver behavior monitoring systems using
computer vision and machine learning techniques. Journal of Big
Data, 11(1), 32.

Razak, S. F. A., Yogarayan, S., Aziz, A. A., Abdullah, M. F.
A., & Kamis, N. H. (2022). Physiological-based driver monitoring
systems: A scoping review. Civil Engineering Journal, 8(12), 3952-
3967.

Shahverdy, M., Fathy, M., Berangi, R., & Sabokrou, M.
(2020). Driver behavior detection and classification using deep
convolutional neural networks. Expert Systems with Applications,
149, 113240.

Safak E., Dogru I., Barisct N., Toklu S. (2022). IoT based
mobile driver drowsiness detection using deep learning. Gazi
Universitesi Miihendislik Mimarlik Fakiiltesi Dergisi.

Wang, J., Chai, W., Venkatachalapathy, A., Tan, K. L.,
Haghighat, A., Velipasalar, S., ... & Sharma, A. (2021). A survey on
driver behavior analysis from in-vehicle cameras. IEEE Transactions
on Intelligent Transportation Systems, 23(8), 10186—10209.

World Health Organization. (2025). Global Status Report on
Road Safety 2023.

--20--



Xiao, W, Xie, G., Liu, H., Chen, W., & Li, R. (2024). FDAN:
Fuzzy deep attention networks for driver behavior recognition.
Journal of Systems Architecture, 147, 103063.

--30--



BOLUM 2

GRADYAN-BAGIMSIZ ACIKLANABILIR YAPAY
ZEKA YONTEMLERININ GEOMETRIK DESEN
SINIFLANDIRMASINDA PERFORMANS ANALIZi

GURAY SONUGUR!

Giris
Son yillarda, yapay zeka (YZ) ve makine Ogrenimi
alanlarinda kaydedilen ilerlemeler, sekil tanima islemlerinin
etkinligini artirma potansiyeline sahiptir. Ozellikle, derin 6grenme
modelleri, sekil tanima gorevlerinde yiiksek dogruluk oranlar
sunmakta ve bu da farkli sektorlerde uygulanabilirliklerini
artirmaktadir (Fahmy, 2025). Ancak bu modellerin milyonlarca
parametreden olusan karmasik ve dogrusal olmayan yapilari, onlari
"kara kutu" (black-box) olarak nitelendirilen yani verilen kararlarin
hangi sebeplerle verildigi bilinmeyen sistemlere doniistiirmektedir
(Deshpande, 2023; Vengatesh, 2025). Bir modelin belirli bir karari
hangi gorsel kanitlara dayanarak verdigi anlagilamadiginda,
ozellikle tip, otonom stirii, gorsel tanima ve finans gibi yiiksek riskli
alanlarda bu sistemlere duyulan giiven azalmakta ve pratik
uygulamalar kisitlanmaktadir. Bu seffaflik eksikligini gidermek

! Dog. Dr.,, Afyon Kocatepe Universitesi, Teknoloji Fakiiltesi, Mekatronik
Miihendisligi, Orcid: 0000-0003-1521-7010
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amaciyla ortaya ¢ikan Agiklanabilir Yapay Zeka (XAI), modellerin
tahmin siireglerini insan tarafindan yorumlanabilir hale getirmeyi
hedefler (Adadi & Berrada, 2018).

Gorilintl siniflandirma igin gelistirilen ilk ve en yaygin XAl
yontemleri, modelin gradyanlarini (tiirevlerini) kullanarak bir karara
etki eden pikselleri veya bolgeleri belirlemeye odaklanmistir. Grad-
CAM gibi gradyan-agirlikli yaklagimlar, modelin son evrisim
katmanindaki aktivasyonlar1 agirliklandirarak karar aninda "nereye
baktigin1" gosteren 1s1 haritalar1 tretir (Selvaraju et al., 2017).
Ancak, gradyanlarin dogas1 geregi giiriiltiilii olabilmesi, "kaybolan
gradyan" (vanishing gradients) probleminden etkilenmesi ve bazi
durumlarda modelin 6grendigi bilgiden ¢ok goriintiideki kenarlari
tespit etmesi gibi nedenlerle bu yOntemlerin gilivenilirligi
sorgulanmaya baslanmistir (Adebayo et al., 2018). Bu durum,
gradyan hesaplamalarima dayanmayan, alternatif ve potansiyel
olarak daha saglam agiklama mekanizmalarina olan ihtiyaci ortaya
cikarmustur.

Bu ihtiyaca yanit olarak, gradyan-bagimsiz (gradient-free)
veya pertlirbasyon-tabanli (perturbation-based) XAI yontemleri
onemli bir arastirma yonii olarak gelistirilmistir. Bu yaklagimlarin
temel felsefesi, gradyanlar1 kullanmak yerine, girig gorilintlisiiniin
belirli kisimlarini sistematik olarak bozarak veya maskeleyerek
modelin ¢iktisindaki degisimleri gézlemlemektir. Bu alandaki 6ncti
yaklagimlardan biri olan “Occlusion Sensitivity Analysis (OSA)”,
goriintii lizerinde kiigiik bir maskeyi sistematik olarak gezdirerek ve
her konumda modelin tahminini yeniden hesaplayarak basit ama
etkili bir 6nem haritast olusturur (Zeiler & Fergus, 2014). Bu
yontem, modelin hangi oOzelliklere odaklandigin1 belirlemeye
yardimci olurken, ayni zamanda modelin seffafligini artirmaktadir
(Wunsch et al., 2022). OSA, goriintii isleme alaninda 6nemli bir yer
edinmistir. Bu yontem kullanilarak gerceklestirilen bir calismada;
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OSA olusturulan genetik profillerin analiz amaciyla kullanilmigtir
(Koyama et al., 2025).

Daha gelismis bir yaklasim olan “RISE (Randomized Input
Sampling for Explanation)”, bu fikri binlerce rastgele olusturulmusg
maske kullanarak genellestiri. Modelin tahminini, bu rastgele
maskelerin agirlikli bir toplami olarak ifade eder ve her bir pikselin
onemini, o pikseli iceren maskelerin modelin nihai kararina yaptig
ortalama katki tizerinden hesaplar (Petsiuk et al., 2018). Bu rastgele
ornekleme siireci, yontemi daha saglam ve modelin i¢ yapisindan
tamamen bagimsiz hale getirir. RISE yontemi, saglik alaninda
COVID-19 hastalarin = otomatik  siddet  degerlendirmesi
caligmasinda modelin karar asamalarina katkida bulunan 6nemli
bolgeleri isaretlemek i¢in kullanilmistir (Quiroz et al., 2021).
Arastirmada, klinik ve goriintiilleme verileri iizerinden yapilan
analizlerle, RISE yonteminin modelin karar alma siire¢lerine etkisi
iizerine degerlendirilmeler yapilmistir. Bu alandaki bir diger 6nemli
gelisme olan “Score-CAM” ise, Grad-CAM'in mimarisinden ilham
alirken gradyan bagimliligini ortadan kaldirir. Score-CAM, evrisim
katmanlarindan elde edilen aktivasyon haritalarin1 birer maske
olarak kullanir ve her bir haritanin "6nemini", o harita ile
maskelenmis goriintiiniin nihai simif skoruna yaptigi katkiy
dogrudan olcerek (forward pass) belirler. Bu sayede, gradyanlarin
neden olabilecegi giiriiltiiden arindirilmis, daha temiz ve sinif-odakl
1s1 haritalar tretir (Wang et al., 2020). (Ibrahim & Shafiq, 2022)
tarafindan Onerilen Augmented Score-CAM yOntemi, Score-
CAM’in  gradyan-bagimsiz  mimarisini  iyilestirerek nesne
yerellestirme yani nesne tespit ve isaretleme islemlerinde dogrulugu
arttirmistir.

Bu calisma, gradyan-bagimsiz XAI yontemleri olan Score-

CAM, RISE ve OSA'in performansini ve 6zelliklerini kargilastirmali

olarak incelemeyi amaglamaktadir. Bu yontemlerin, gradyan tabanli

yaklagimlara kiyasla daha giivenilir ve tutarli agiklamalar iiretip
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iretmedigi, kontrollii bir deney ortaminda analiz edilecektir.
Calismamiz, bu ii¢ yoOntemin iirettigi acgiklamalarin kalitesini,
modelin karar mantigin1 yansitmadaki basarisini ve hesaplama
maliyetlerini degerlendirerek, modern XAl literatiiriindeki gradyan-
bagimsiz yaklasimlarin giiclii ve zayif yonlerini ortaya koymayi
hedeflemektedir.

Veri Seti

Bu ¢alismada kullanilan veri seti sentetik olarak sonuglarin
dogrulugunu kanitlamaya zemin olmak iizere kontrollii olarak
uretilmistir. Gorseller, beyaz arka plan iizerine ¢izilen geometrik
sekillerden iiretilmistir. Veri seti iki siniftan olusmaktadir: Sade
desenler ve Karisik desenler. Sade desenler, dortgen, ticgen, cember,
ok, yildiz gibi geometrik sekillerin farkli 6l¢eklerde sade yani
bozulmamis hallerini icermektedir. Karisik desenler, sade desenlerin
belirli bolgelerinin beyaz yamalarla kismen bozulmasiyla elde
edilmistir. Boylece her goriintliiye karsilik gelen bozulma alanim
(distortion region) gosteren ground truth maskeleri de
olusturulmustur. Bu yontem sayesinde hem orijinal hem de gercek
bozulma bélgesini igeren ikili veri yapisi elde edilmistir. Bozulma
islemi hem seklin {izerine gelen hem de bazi1 orneklerde kenar
bolgelerine tasacak sekilde gergeklestirilmistir. Bozulma orani %8-
15 arasinda rastgele uygulanmis olup, ger¢ek hayattaki lokal
kusurlarin temsil edilmesini saglamistir. Toplam veri seti 6854
gorintuden olusmakta olup, her iki sinif da esit sayida Ornek
icermektedir.  Gorsellerin -~ boyutu  256x256  piksel olarak
standartlastirilmig, renk uzayr RGB bi¢iminde korunmustur. Veri
seti, modelin genelleme kabiliyetini artirmak amaciyla %70 egitim,
%15 dogrulama ve %15 test oranlarinda boliinmiistiir. Bélme islemi
rastgele ancak smif dengesi gozetilerek yapilmistir. Boylece her iki
sinifin da tiim alt kiimelerde benzer dagilima sahip olmasi
saglanmustir.



Sekil 1 Test gorsellerinden bazilart 1. Satir Sade desenler, 2. Satir

Karisik desenler sinifi

Bu calismada, siniflandirma dogrulugunu yiiksek tutarak ilgi
bolgelerinin (ROI) dogru bigimde belirlenmesini saglamak amaciyla
ResNet50 tabanli bir transfer 6grenme yaklagimi kullanilmigtir. XAl
ile tespit edilen ROI’lerden emin olabilmek i¢in siniflandirma
dogrulugundan emin olmak gerekir. Bu amacla ImageNet iizerinde
onceden egitilmis ResNet50 modeli transfer 6grenme ile iki sinifa
uyarlanmistir. Transfer 6grenmede ilk 30 katman dondurulmus, son
20 katman egitime acilmistir. Cikis Katmani, iki tam baglh katman
olarak yeniden tanimlanmistir. Adam optimizasyonu ve Cross-
Entropy kayip fonksiyonu ile egitimler gergeklestirilmistir.

Deneysel Yontem

Calismada ti¢ farkli gradyan-bagimsiz agiklanabilir yapay
zeka yontemi olan RISE, ScoreCAM ve OSA kullanilmstir.

e RISE yontemi, rastgele olusturulan maskeler araciligiyla
modelin ¢ikt1 degisimlerini analiz ederek 6nem haritalar:
liretmistir.
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e ScoreCAM yontemi, modelin  ara  katman
aktivasyonlarini giris goriintiisiine bagl sinif skorlarina
gore yeniden dlgeklendirmistir.

e OSA yontemi ise gorlntiinlin farkli bolgelerini sirayla
kapatarak modelin sinif skorundaki degisimi 6l¢miistiir.

Is1 Haritalarindan ROI Cikarinm

Uc¢ gradyan-bagimsiz yontemin iirettigi 1s1 haritalaridan
modelin odaklandig1 bolgeleri ¢ikarmak i¢in renk kanallarina dayali
sabit esikler kullanilmamistir. Bunun yerine, her 1s1 haritasinin kendi
dagilimina gore normalize edilen yogunluk tabanl bir esikleme
yaklagimi tercih edilmistir. Bu yontemlerin her biriyle elde edilen 1s1
haritalar1 0-1 araligima normalize edilmistir. Modelin en fazla
odaklandig1 alanlar1 belirlemek icin, H 1s1 haritas1 maske matrisi
olmak Uzere:

H - Hmin

Hnormatize = H —H 1
maks min

Seklinde normalize edilmis 1s1 maske matrisi olugturulmus ve
daha sonra ROI bolgesini belirlemek amaciyla 1s1 haritasinda
piksellerin yogunluk dagilimlarindaki iist %10’luk dilim ROI olarak
belirlenmistir.  Bu sekilde; i vej maske matrisi satir ve siitun
koordinat numaralar1 olmak tizere Esitlik 2’de belirtildigi sekilde her
goriintii i¢in bir “1s1 alan1” maskesi elde edilmistir.

1,  Hpppm =09

0,diger durumlar 2

ROI(i, ]) = {

Elde edilen 1s1 haritas1 maskeleri, goriintiilere ait bozulma
maskeleriyle karsilastirilarak iki farkli 6l¢iit hesaplanmistir:

a. Kapsama Orani (IoU - Intersection over Union)
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b. Dengeli Kapsama Orami (DKO), yani biyik 1s1
alanlarinin cezalandirildigi 6zel bir IoU tiirevidir.

Dengeli oran, agsagidaki formiil kullanilarak hesaplanmaistir:

IoU 3

Dko = Bozulma Alani + Ist Haritast Maske Alant — loU

Bu metrik, kii¢iik ancak tam Ortiisen 1s1 haritasi alanlarina
yiiksek puan verirken, ¢ok biiylik ve dagmik olup tam ortlismeyen
11 haritasi alanlarina ise diisiik puan vermektedir. Boylece, klasik
loU’ya gore genis 1s1 bolgelerini cezalandirarak acgiklanabilirlik
haritalarinin gercek bozulma alanlarina ne kadar duyarl oldugunu
Olgmektedir.

Bulgular

ScoreCAM, RISE ve Occlusion yontemleri i¢in tiim test
verilerinde 1s1 haritast maskeleri ile bozulma alanlarinin ortiisme
miktarlar1 hesaplanarak ortalama IoU ve Dengeli Kapsama Oran
degerleri hesaplanmis, sonuglar grafiklerle gorsellestirilmis ve
yontemler arasi karsilastirma yapilmistir. Her {i¢ yontem igin de
hazirlanan Is1 haritalari, 1s1 haritalarinin en sicak bolgelerini yani
ROI alanlarin1 gosteren maskeler ve test imgesindeki bozulma alani
ile 1s1 maskelerinin kesisme alanlar1 Sekil 2’de verilmistir.
Gorintiilerde yesil renkli alanlar desenlerin igindeki bozulma
alanlarin1 gosterirken kirmizi alanlar ise 1s1 maskeleri ile kesisme
bolgelerini temsil etmektedir.

Test veri setinde bulunan tiim imgeler i¢in elde edilen IoU ve
dengeli oran degerlerinin ortalamalari ve medyan degerleri
incelendiginde; ScoreCAM yontemi hem ortalama hem de medyan
degerlerinde diger yontemlere gore belirgin bir istiinlik
gostermistir.
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Sekil 2 Cikt1 gorselleri, 1. Satir: 151 haritalari, 2. Satir: Ist haritast
maskeleri ve 3. Satir: ortiisme alanlari

ScoreCAM Isi Haritasi Occlusion Isi1 Haritasi Rise Isi Haritasi

Isi Haritasi Maskesi

Isi Haritasi Maskesi

Kl H %

Kapsama: %49.24 | loU: %30.95 | Dengeli: %45.45 Kapsama: %30.74 | loU: %20.08 | Dengeli: %36.69 Kapsama: %26.86 | loU: %3.14 | Dengeli: %3.44

¥

OSA yontemi orta diizeyde bir performans sergilerken, RISE
yontemi oldukea diisiik degerlerde kalmistir. Elde edilen sonuglara
gore hazirlanan tablo Tablo 1’de verilmistir.

Is1 Haritas1 Maskesi

Tablo 1 loU ve Dengeli Oran élgiitleriyle elde edilen dzet istatistik

sonuclar
Yontem loU loU Dengeli Oran Dengeli Oran
Ortalama | Medyan Ortalama (%) Medyan (%)
(%) (%)
ScoreCAM | 15.87 16.59 22.20 21.49
RISE 2.16 0.58 2.96 0.70
OSA 7.15 571 14.75 11.08

Yontemlere gore dengeli oran dagilimlarinin  grafiksel
Ozetleri de Grafik 1°de verilmistir.
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Grafik 1 Yontemlere gore dengeli oran kutu grafikleri
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Kutu grafiklerinden de goriildiigii tizere, ScoreCAM ydntemi
sadece ortalama performansta degil, ayn1 zamanda daha diisiik
varyans degeriyle de one ¢ikmaktadir. Bu durum, yontemin farkl
geometrik desenlerde daha tutarli bir sekilde hedef bolgeye (ROI)
odaklanabildigini  gostermektedir.  Occlusion ydntemi bazi
orneklerde yiiksek kapsama elde etse de genel dagilimi1 genis olup
kararsiz davranis sergilemistir. RISE yOnteminin basarisizlig1 ise,
rastgele maskeleme stratejisinin bu tiir kiiciik ve belirgin bozulma
alanlarin1 yakalamakta yetersiz kalmasindan kaynaklanmaktadir. Bu
bulgular, ScoreCAM’in geometrik sekil siniflandirmas: gibi lokal
odaklt gorsel gorevlerde, gradyan tabanli yontemlere yakin
dogrulukta ve yiiksek kararlilikta aciklanabilirlik sagladigini
gostermektedir.

Sonuclar

Yapilan deneysel caligmalar sonucunda, {ii¢ gradyan-
bagimsiz aciklanabilirlik yontemi arasinda ScoreCAM’in en dengeli
ve dogru bolge tespiti gerceklestirdigi belirlenmistir. Y ontemin, sinif

--30--



skorlarma dayali aktivasyon haritalarin1 dogrudan kullanmasi,
modelin gergekten karar verdigi bolgeleri daha isabetli bicimde
temsil etmesini saglamistir.

OSA yontemi, 6zellikle belirgin bozulma bolgelerinde tatmin
edici sonuglar iiretse de yiiksek islem yiikii ve degisken odaklanma
davranisi nedeniyle tutarliligini koruyamamistir. RISE yontemi ise
rastgele drnekleme tabanli yapis1 geregi lokal bozulma bdolgelerini
temsil etmekte yetersiz kalmistir.

Genel olarak degerlendirildiginde, ScoreCAM yontemi
geometrik desenlerin aciklanabilirlik analizlerinde en giivenilir
gradyan-bagimsiz yaklasim olarak 6ne ¢ikmistir. Bu sonuglar, ileride
yapilacak caligmalarda tibbi goriintiileme, endiistriyel kalite kontrol
ve geometrik desen analizi gibi alanlarda ScoreCAM’in Oncelikli
olarak tercih edilebilecegini gostermektedir.

Gelecekte yapilabilecek ¢aligmalar ile aciklanabilirlik
yontemlerinin mimari ve veri tiiri bagimliliklarin1 daha ayrintili
incelenerek calismanin  kapsami  genisletilebilir.  Ilk  olarak,
ScoreCAM, RISE ve OSA yontemlerinin performansinin ResNet50
ile sinirli olup olmadigin1 anlamak amaciyla EfficientNet, DenseNet
veya Vision Transformer gibi farkli ag mimarileri ile benzer deneyler
yiiriitiilebilir. Bunun yaninda, geometrik desenlerden daha karmagik
tibbi, endistriyel veya dogal goriintii veri setlerine gecilerek
gradyan-bagimsiz  yontemlerin gergek diinya kosullarindaki
kararliligi degerlendirilebilir. Ayrica, aciklanabilirlik haritalarinin
yalnizca bir analiz arac1 olarak degil, egitim siirecini yonlendiren bir
mekanizma olarak kullanildig1 ROI-destekli egitim yani elde edilen
aciklanabilirlik  verilerinin egitim siireclerine katilmasi ile
modellerin hem dogruluk hem de agiklanabilirlik agisindan daha
giiclli hale gelmesi saglanabilecektir.
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BOLUM 3

ROBOTIK SISTEMLERDE YAPAY ZEKA (YZ)
ENTEGRASYONU: GUNCEL YAKLASIMLAR VE
GELECEK VADEDEN ALANLAR

Kamil ORMAN'!

Funda AKAR?

Giris
Yapay zeka (YZ) ile robotik alanlarinin kesisimi, Dordiincii
Sanayi Devrimi’nin (Endiistri 4.0) temelini olusturan koklii bir
teknolojik doniisiimii temsil etmektedir. Geleneksel robotik
sistemler, genellikle 6nceden tanimlanmis ve tekrarlayici nitelikteki
gorevleri  yiiksek  dogrulukla  yerine  getirmek  iizere
programlanmistir. Bu sistemler hiz ve hassasiyet agisindan 6nemli
avantajlar sunsa da, esneklik, uyarlanabilirlik ve beklenmeyen ya da
karmasik ortamlarda otonom karar verebilme kapasitesi bakimindan
belirgin smirliliklar tasimaktadir (Siciliano & Khatib, 2016:1,
Brooks, 1991:2). Buna karsin, zellikle Makine Ogrenimi (MO) ve
Derin Ogrenme nin (DO) gelisimiyle ivme kazanan YZ tekniklerinin
robotik sistemlere entegrasyonu, s6z konusu kisithiliklar1 agarak
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robotlar1 salt otomasyon araglarindan, ogrenebilen, ¢evresiyle
etkilesim kurabilen ve durumsal farkindaliga sahip akilli varliklara
doniistirmektedir (Goodfellow, Bengio & Courville, 2016:2,
Krizhevsky, Sutskever & Hinton, 2012:2). Bu doniisiim yalnizca
robotlarin gorevleri yerine getirme bicimini degil, ayn1 zamanda
neden belirli kararlar aldiklarin1 kavrama, hatalarindan 6grenme ve
dinamik  kosullara ~ uyum = saglama  yeteneklerini  de
derinlestirmektedir.

Robotik ve YZ arasindaki bu sinerji, imalat, lojistik, saglik,
savunma ve giinliik yasam gibi genis bir yelpazeye yayilan
sektorlerde operasyonel verimliligi, giivenligi ve hizmet kalitesini
kokten iyilestirme potansiyeli tasimaktadir. Giincel arastirmalar,
robotlarin ¢evrelerini gergek zamanli olarak algilamasini, karmasik
gorevleri hiyerarsik bicimde planlamasini ve insanlarla gilivenli,
dogal bir isbirligi icinde calismasini miimkiin kilan algoritmalarin
gelistirilmesine odaklanmaktadir (Russell & Norvig, 2020:1, Arras,
Stachniss & Burgard, 2007:1). Ornegin, YZ destekli gorsel algilama
(Bilgisayarli Gorme) sistemleri, endiistriyel robotlarin farkli
boyutlardaki ya da rastgele konumlanmis nesneleri ayirt ederek
secebilmesini saglamaktadir. Benzer sekilde, sensor flizyonu ve
kuvvet/tork sensorlerinden elde edilen verilerin YZ algoritmalariyla
islenmesi, robotlarin yiiksek hassasiyet gerektiren manipiilasyon
gorevlerini giivenilir sekilde gerceklestirmesine olanak tanimaktadir
(Levine & ark., 2016:1, Draelos & ark., 2020:2)

Bu arastirma makalesi, YZ’nin robotik sistemlere
entegrasyonuna yonelik giincel metodolojileri incelemeyi, bu
metodolojilerin endiistriyel ve bilimsel uygulamalardaki kritik
etkilerini analiz etmeyi ve alanin gelecegine yon verebilecek
aragtirma  egilimleri ile etik tartismalari  degerlendirmeyi
amaclamaktadir. YZ’nin robotlara kazandirdigi adaptif 6grenme,
otonom seyriisefer ve insan-robot isbirligi (Human-Robot
Collaboration, HRC) yeteneklerinin ayrintili bigimde ele alinmasi,
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s06z konusu doniistimiin hem teorik hem de uygulamali ydnlerinin
biitiinciil olarak anlasilmasina katki sunacaktir. Ozellikle son yillarda
onem kazanan Uretken Fiziksel YZ (Generative Physical Al) ve
Biiyiik Dil Modellerinin (LLM) robotik karar verme siireglerine
uyarlanmasina yonelik yenilik¢i yaklasimlar, makalenin odak
noktalarindan birini  olusturmaktadir(Ahn & ark., 2022:1).
Robotlarin yalnizca fiziksel degil, bilissel agidan da otonom hale
gelmesi, gelecegin akilli sistemlerinin insasinda kritik bir rol
iistlenmektedir.

Bu baglamda, ¢alisma, YZ’nin robotik sistemlerdeki roliiniin
yardimc1 bir ara¢ olmaktan c¢ikip sistemin ¢ekirdek zekasini
olusturan temel bir bilesen haline geldigi giiniimiiz teknolojik
paradigmasint kapsamli bi¢gimde analiz etmektedir. Robotik
sistemlerde YZ’nin etkin bi¢imde uygulanmasi; veri toplama, model
egitimi, sistem entegrasyonu ve siirekli 6grenme olmak {izere dort
temel asamadan olusan sistematik bir cerceve gerektirmektedir
(Yapay Zeka ile Robot Teknolojisinde Biiylik Doniisiim, 2025). Bu
yap1, robotik ¢oziimlerin stirekli olarak i1yilestirilmesine ve optimize
edilmesine imkén tanimaktadir. YZ entegrasyonuyla giiclendirilmis
robotlar, karmasik gorevleri daha etkin, giivenilir ve verimli bigimde
yonetebilmekte; bu da isletmelerin rekabet giiciinli anlamhi 6l¢iide
artirmaktadir (Robotik Sistemler ve Yapay Zeka:Endiistriyel
Uretimde Yeni Ufuklar, 2025). Dolayisiyla, bu alanin kapsamli
bicimde anlasilmas1 ve ilerletilmesi, kiiresel teknolojik liderlik ve
stirdiiriilebilir tiretim acisindan stratejik bir 6nem tasimaktadir.

Robotik Sistemlerde YZ Entegrasyonunun Temel Bilesenleri
1. Alg Sistemleri (Perception)
Robotlarin ¢evresini anlamasi i¢in YZ tabanli gorsel algi

kritik rol oynamaktadir.
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Giincel Alg1 Yontemleri:

2.

Vision Transformers (ViT)

YOLOV9, DETR2 tabanli nesne tanima

3D Point Cloud Isleme (PointNet++, PV-RCNN)
Diffusion tabanli goriintii olusturma ve tamamlama

Sensor filizyonu i¢in derin Ogrenme (DeepFusion,
BEVFusion)

Hareket Planlama (Motion Planning)

Giincel Hareket Planlama Algoritmalari:

3.

RL tabanli planlama (PPO, DreamerV3, SAC)
Derin 6grenme destekli RRT, PRM

GNN tabanli ¢coklu robot yol planlama
Diffusion Policies ile yoriinge sentezi

Karar Verme

Robotlarin otonomi seviyesini belirleyen karar verme
modiilleridir.

Karar Verme Prensipleri:

Olasiliksal karar verme (POMDP)
Kural tabanli + 6grenme tabanli hibrit sistemler
Model Predictive Control + YZ tahminleyiciler

Multi-agent RL ile dagitik karar mekanizmalari

Tablo 1. Robotik Uygulamalarda Kullanilan Giincel YZ Modelleri

Model Uygulama Avantaj
ViT / Swin Transformer Gort, segmentasyon Daha genis
context
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GNN Coklu robot Mliskisel 6grenme
koordinasyonu

Diffusion Models Yoriinge tiretimi, sim-to- | Giiriiltii toleransi
real

World Models (DreamerV3) | RL tabanli simiilasyon Hizli 6grenme

LLM-Robotics (RT-X, Gorev planlama Dogal dil ile

RoboGPT) kontrol

Giincel Yaklasimlar

Robotik sistemlere yapay zekd entegrasyonuna yonelik
giincel yaklagimlar, robotlarin c¢evresel sensor verilerini
anlamlandirma, dinamik gorevleri etkili bicimde planlama ve
karmagsik becerileri otonom olarak edinme yeteneklerini en iist
diizeye ¢ikarmay1 amaclamaktadir.

1. Derin Pekistirmeli (")grenme (Deep Reinforcement
Learning - DRL)

Derin Pekistirmeli Ogrenme, robotlarin bir cevre igerisinde
deneme-yanilma yoluyla en uygun eylem stratejilerini 6grenmesini
saglayan en etkili yontemlerden biri olarak 6ne ¢ikmaktadir (Sutton
& Barto, 2018:1). Bu yaklasimda robot, gergeklestirdigi her eylemin
ardindan aldig1 6diil veya ceza sinyallerine gore davranislarini
stirekli olarak optimize eder (Sekil 1).

Uygulama alanlari: Otonom seyriisefer (6rnegin, otonom
araglar ve depo robotlar1), hassas manipiilasyon (6rnegin, cerrahi
robotlar), karmasik motor becerilerin (6rnegin, insansi robotlarin
yliriimesi) 6grenilmesi.

Avantaji: DRL,  robotlarin  ozellikle  &nceden
programlanmasi giic olan dinamik, belirsiz ve siirekli degisen
ortamlarda yiiksek performans gosterebilmesini miimkiin kilar.
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Sekil 1. Derin Pekistirmeli Ogrenme modeli

DERIN PEKiISTIRMELi OGRENME

[—» ODUL/CEZA j

B & e

ALGII.A KARAR VER EYLEM YAP

Kaynak: https://chatgpt.com/

2. Gorsel Algilama i¢in Derin Ogrenme (Deep Learning
for Visual Perception)

Robotlarin  ¢evrelerini dogru ve etkin bir sekilde
anlamlandirmasi, gorevleri giivenilir bicimde yerine getirmeleri
acisindan kritik bir 6neme sahiptir. Konvoliisyonel Sinir Aglari
(CNN’ler) basta olmak {iizere ¢esitli derin 6grenme mimarileri,
robotik sistemlerde kamera, LiDAR ve benzeri sensorlerden elde
edilen gorsel verilerin iglenmesinde 6nemli bir doniistim yaratmistir
(LeCun, Bengio & Hinton, 2015:2). Bu teknolojiler sayesinde
robotlar, cevresel 6zellikleri daha hassas bicimde algilayabilmekte,
nesneleri taniyabilmekte ve dinamik ortamlara daha hizli uyum
saglayabilmektedir.

Uygulama alanlari: Akilli kalite kontrol (kusur tespiti),
nesne tanima, siniflandirma ve izleme (pick-and-place gorevleri),
SLAM (Simultaneous Localization and Mapping - Eszamanh
Konumlandirma ve Haritalama) uyguslamalarinda cevresel 6zellik
¢ikarimi.
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Sekil 2. Yapay Zeka Destekli Uriin tamima algilama modeli

Kaynak: https://gemini.google.com/

Ornek: Sekil 2’de gosterildigi iizere, iiretim hatlarinda
yiiksek ¢oziiniirliiklii kameralarla entegre calisan YZ tabanli gorsel
denetim sistemleri, milimetrik dlgekteki iiretim kusurlarimi gercek
zamanli olarak tespit ederek siireglerin aninda diizeltilmesini
miimkiin kilmaktadir (Robotik Sistemlerde Adaptif Yapay Zeka
Kullanimai, 2025).

3. Uctan Uca (End-to-End) Ogrenme ve Taklitci
Ogrenme (Imitation Learning)

Ugtan uca 0grenme, robotik sistemlerde sensor girdilerini
(6rnegin ham goriintii pikselleri) dogrudan motor ¢iktilariyla
(6rnegin eklem torklar1 veya hiz komutlar1) iliskilendiren tek bir
yapay sinir ag1 mimarisi kullanmaktadir (Levine & ark., 2016:1). Bu
yaklasim, geleneksel boru hatti (pipeline) mimarisinde ayr1 olarak
ele aliman algilama, planlama ve kontrol modiillerinin ortadan
kaldirilmasini saglayarak biitiinlesik, optimize edilmis davraniglarin
Ogrenilmesine imkan tanir. Boylece sistem daha hizli tepki verebilir
ve kapsamli 6zellik miihendisligine duyulan ihtiya¢ 6nemli dlgiide
azalir.
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Sekil 3’te gosterildigi lizere, ugtan uca 6grenmenin kritik bir
alt alan1 olan Taklitci Ogrenme (Imitation Learning — IL), robotlarin
belirli goérevleri uzman bir demonstratdrii—genellikle bir insan
operatorii—gozlemleyip taklit ederek 6grenmesini saglar (Argall &
ark., 2009:1). Bu yontem, karmasik gorevlerin ayrintili bicimde
programlanmasi gerekliligini ortadan kaldirarak 6grenme siirecini
biliyiik 6l¢iide kolaylastirir; ¢ilinkii robot, dogru eylem dizilerini
dogrudan giris-gikis eslestirmeleri iizerinden edinir. Ozellikle
teleoperasyon yoluyla toplanan insan demonstrasyonlari, robotlarin
maniplilasyon ve seyriisefer gibi zor gorevlerde yetkinlik
kazanmasini 6nemli Ol¢iide hizlandirmaktadir. IL, pekistirmeli
ogrenmeye kiyasla ¢cok daha az deneme-yanilma gerektirdigi igin
robotlarin ger¢ek diinya uygulamalarina daha hizli ve giivenli bir
bicimde uyum saglamasina olanak tanr.

Sekil 3. Taklitci 6grenme modeli

IMITATION LEARNING

ROBOTLARDA TAKLITGi OGRENME

DEMIONSRATION  «-
DATA — >

POLICY

TRANSFER ;

.

Kaynak: https://gemini.google.com/
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4. Insan-Robot Isbirligi (Human-Robot Collaboration -
HRC)

Geleneksel robotik hiicrelerin aksine, kolaboratif robotlar
(cobot’lar) yapay zeka destegiyle insanlarla ayni ¢aligma alanini
giivenli ve yiiksek verimlilikle paylasabilmektedir. YZ algoritmalari,
robotlarin  insan  hareketlerini  Ongérmesine,  niyetlerini
yorumlamasmma ve potansiyel c¢arpigsmalart proaktif bigcimde
onlemesine imkan tanir (Ajoudani & ark., 2018:2). Bdylece, insan—
robot etkilesimi daha akici, uyumlu ve giivenli bir hale gelir.

Yaklasimlar: Giivenli ve uyarlanabilir yoriinge planlamasi,
Jest ve ses tanima, Dogal dil komutlarinin islenmesi ve Ortak niyet
tanima.

Sekil 4. Insan-Robot isbirliginin modellendigi kolobratif bir robot
ornegi

Kaynak: https://gemini.google.com/
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Robot Etigi ve Giivenligi

Yapay zeka entegrasyonunun robotlarin otonom karar verme
kapasitesini artirmasiyla birlikte, etik ve giivenlik boyutlar1 robotik
aragtirmalarin merkezine yerlesmistir. Robot etigi, robotlarin
ozellikle ikilemlerle karsilagtiklari durumlarda —d6rnegin otonom
araclarin kaginilmaz kaza senaryolarinda— ahlaki acidan kabul
edilebilir kararlar almasin1 saglayacak prensiplerin, ¢ercevelerin ve
algoritmalarin gelistirilmesini kapsamaktadir (Topol, 2019:1).

Giivenlik (Safety): YZ destekli robotlarda giivenlik,
yalnizca insan—robot isbirligi (HRC) kapsaminda fiziksel
carpismalarin Onlenmesiyle smirli degildir; ayn1 zamanda siber
giivenlik (Security) ve algoritmik giivenilirlik boyutlarini da igerir.
Kritik altyapilarda kullanilan robotik sistemlerin siber saldirilara
kars1 korunmasi, veri biitiinliiglinlin saglanmasi ve YZ modellerinin
kotii niyetli girdilerle (Adversarial Attacks) manipiile edilmesine
kars1 direngli hale getirilmesi temel gereksinimlerdir (Zhang & ark.,
2022:1).

Hesap Verebilirlik ve Seffafhik: Derin 6grenme
modellerinin “kara kutu” dogasi, robotlarin verdigi otonom
kararlarin gerekcelendirilmesini zorlastirmakta ve Acgiklanabilir
Yapay Zeka (Explainable AI — XAI) mekanizmalarina olan ihtiyaci
artirmaktadir. Hesap verebilir ve seffaf bir sistem, bir hata ya da kaza
durumunda sorumlulugun belirlenmesini kolaylastirirken, ayni1
zamanda kullanici glivenini pekistirir. Bu gereklilik, 6zellikle saglik,
savunma ve kritik endiistriyel operasyonlar gibi yiliksek risk barindan
sektorlerde hayati onem tagimaktadir.

Uretken Fiziksel Yapay Zeka ve Temel Modeller (Generative
Physical AI and Foundation Models)

Bu yeni yaklagim, genis Olgekli veri kiimeleri iizerinde
egitilmis temel yapay zeka modellerinin (6rnegin LLM’ler) robotik
eylemleri, planlamay1 ve karar verme siireclerini yonlendirmesi
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esasina dayanmaktadir (Ahn & ark., 2022:1). Bu sayede robotlar,
karmagik gorevleri ¢ozmek i¢in insan benzeri akil yiirlitme, baglam
cikarimi ve dogal dil anlama yeteneklerinden yararlanabilmektedir.
Temel modeller tlizerine yapilan giincel arastirmalar, bu yaklagimin
robotik sistemlerin genellenebilirligini ve adaptasyon yeteneklerini
bilyiik dl¢iide artiracagmi gostermektedir (Uretken Fiziksel Yapay
Zeka ve Robotlar I¢in Temel Modeller, 2025).

Avantaj: Bu alanin en Onemli kazanimlarindan biri,
robotlarin zero-shot (hi¢ karsilasmadig1 bir gérevi yerine getirme) ve
few-shot (cok az Ornekle 6grenme) yeteneklerini gelistirmesidir.
Boylece robotlar, minimal programlama gereksinimiyle daha genis
bir gorev yelpazesini otonom sekilde gergeklestirebilir. Ayrica,
altyapi—robot igbirligine yonelik c¢alismalar, bu entegrasyonun
gelecegin akilli fabrika ve endiistri 5.0 ortamlari icin kritik bir yap1
tast oldugunu ortaya koymaktadir (Chen & ark., 2020:1).

Gelecek Vadeden Alanlar

Robotik ve yapay zeka entegrasyonu, mevcut teknolojilerin
siirlarin zorlayarak gelecekte onemli doniisiimlere yol agmasi
beklenen bir¢ok yenilik¢i alan1 giindeme getirmektedir.

1. Otonom Mikrosistemler ve Nanorobotik

Tibbi uygulamalar i¢in gelistirilen mikroskobik robotlar,
ozellikle hedefli ilag dagitimi ve minimal invaziv cerrahi gibi
alanlarda kritik bir rol iistlenecektir (Nelson, Kaliakatsos & Abbott,
2010:1). Yapay zeka, bu mikrosistemlerin yiiksek hassasiyetle
seyriisefer yapmasini, biyolojik ¢evreye uyum saglamasini ve
degisken kosullara gercek zamanli tepki verebilmesini miimkiin
kilmaktadir. Sekil 5’te modellendigi {lizere, YZ algoritmalarinin
nano-robotlara entegre edilmesi, bu robotlarin insan viicudunun
karmagik ve dinamik biyolojik yapisinda tamamen otonom bir
sekilde hareket edebilmesini saglayacaktir.
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Sekil 5. Damar cerrahisinde nano-robot kullanimi

h)

Kaynak: https://gemini.google.com/

2. Akilh Lojistik ve Tedarik Zinciri Yonetimi

Depo otomasyonunda kullanilan otonom mobil robotlar
(AMR’ler), Sekil 6’da gosterildigi iizere, derin pekistirmeli 6grenme
(DRL) sayesinde dinamik iiretim planlamasi ve rota optimizasyonu
gerceklestirerek lojistik siireclerin esnekligini ve hizint 6nemli
Olciide artirmaktadir (Wurman, D'Andrea & Mountz, 2008:1). Yapay
zeka, degisken talep seviyeleri ve kaynak durumlarina gore gorev
dagilimmi otomatik olarak planlayabilmekte; bdylece operasyonel
karar alma siireclerinde yiiksek uyarlanabilirlik saglamaktadir
(Shimonishi, 2021:1). Mobil robotlarin yol planlamasinda DRL
tabanli algoritmalarin kullanilmasi, sistemin hem verimliligini hem
de otonomi diizeyini belirgin bicimde yiikseltmektedir (Kim & Lee,
2019:1). Uretim sektoriinde YZ entegrasyonunun sagladigi bu
performans artisi, endiistriyel doniisiimiin temel yap1 taslarindan
birini olusturarak akilli fabrika vizyonunun gerceklestirilmesine



dogrudan katki sunmaktadir (Uretim Sektoriinde Yapay Zeka
Entegrasyonu, 2025).

Sekil 6. Depo otomasyonunda kullanilan otonom mobil robot

Kaynak: https://gemini.google.com/

3. Bilissel Robotik ve Duygusal YZ

Biligsel robotik ile duygusal yapay zekanin (YZ) gelecege
yonelik vizyonu, makinelerin yalnizca mantiksal ve mekanik
gorevleri yerine getiren araglar olmaktan ¢ikarak, insan benzeri
anlama, muhakeme ve duygusal zeka yetenekleriyle donatilmis
gelismis sistemlere doniismesini ongdrmektedir. Biligsel robotik,
algilama, 6grenme, akil yiirlitme ve karar verme gibi list diizey
biligsel siire¢leri fiziksel robotik yapilarla entegre ederek robotlarin
karmasik ve 6ngoriilemeyen ortamlarda daha 6zerk, esnek ve etkili
bicimde faaliyet gostermesini hedeflemektedir. Duygusal YZ (ya da
duygu hesaplama) ise makinelerin insan duygularini algilama,
yorumlama, simiile etme ve baglama uygun tepkiler iiretebilme
yetenegi lizerine odaklanmaktadir.

--55--



Bu iki alanin birlesimi, 6zellikle insan-robot isbirliginin
kritik oldugu sektdrlerde dnemli avantajlar sunmaktadir. Cobotlar,
saglik hizmetleri, egitim ve miisteri iliskileri gibi yliksek diizeyde
sosyal etkilesim gerektiren alanlarda, duygusal zeka ile desteklenmis
biligsel robotlar kullanicilarin ihtiyaglarini yalnizca eylemlerine gore
degil, ayn1 zamanda duygusal durumlarina dayali olarak da
degerlendirebilecektir. Bu yetkinlik, robotlarin daha sezgisel,
empatik ve kisisellestirilmis hizmetler sunmasimi miimkiin kilarak
insan-makine etkilesimini kokli bir sekilde doniistiirecektir. Bu
evrim, sosyal robotlar ve hizmet robotlart i¢in kritik dneme sahip
olup, makinelerin karmasik sosyal dinamiklere uyum saglayabilen,
giivenilir ve deger yaratan "ortaklar" haline gelmesini saglayacaktir
(Breazeal, 2002:1).

4. Robotik Cerrahi ve Kisisellestirilmis Tedavi

Robotik cerrahi ve kisisellestirilmis tedavi, modern tibbin
doniisiimiinde merkezi bir rol oynayan ve hasta bakiminin kalitesini
kokli bigimde artiran iki kritik yenilik alanidir. Robotik cerrahi,
cerrahlara minimal invaziv operasyonlar sirasinda yiiksek
¢cOziinlirliklii goriintiileme, artirilmis hareket kabiliyeti ve istiin
hassasiyet saglayarak insan elinin fiziksel sinirlarini agsma imkani
sunmaktadir. Bu teknolojinin baglica avantajlar arasinda daha kii¢tik
cerrahi kesiler, daha az kan kaybi, daha kisa hastanede kalis siiresi,
ameliyat sonras1 agrinin azalmasi ve hastalarin giinliik yasamlarina
daha hizl1 donebilmesi yer almaktadir.

Buna karsilik kisisellestirilmis tedavi (veya hassas tip), her
hastanin genetik profili, yasam tarzi ve ¢evresel etkiler gibi bireysel
ozelliklerine dayali olarak tan1 ve tedavi siireclerini optimize etmeyi
amaclamaktadir. Bu yaklasim, dogru tedavinin dogru hastaya dogru
zamanda uygulanmasini saglayarak tedavi etkinligini maksimize
ederken yan etkileri en aza indirir.
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Bu iki alanin gelecekteki gelisim yonii, yapay zeka ve biiyiik
veri analitigi ile gilicli bir bicimde kesismektedir. Yapay zeka,
robotik sistemlere entegre edilmis cerrahi planlama algoritmalariyla
operasyonel dogrulugu ve cerrahi performansi artirma potansiyeline
sahiptir. Ote yandan kisisellestirilmis hasta verileri, robotik cerrahi
sistemlerinin belirli bir hastada hangi prosediiriin hangi diizeyde
hassasiyetle uygulanacagina iliskin 6ngoriisel kararlar iiretmesini
miimkiin kilacaktir.

Bu sinerjik biitlinlesme, tedavilerin daha 6ngoriilebilir, daha
giivenli ve her bir hasta i¢in bireysel olarak optimize edilmis hale
gelmesine olanak taniyacak; bdylece modern tibbin hem klinik
sonuclarint  hem de hasta memnuniyetini belirgin Olgiide
tyilestirecektir (Jiang & ark., 2017:1, Yang, 2020:1).

Sonug¢

“Robotik Sistemlerde Yapay Zeka Entegrasyonu” baslikli bu
arastirma, yapay zekad ile robotik arasindaki etkilesimin, hem
endiistriyel hem de bilimsel paradigmalart yeniden sekillendiren
kritik bir teknolojik doniim noktasina isaret ettigini agik bicimde
ortaya koymaktadir. Geleneksel robotik sistemler, kati komut
setlerine bagli ve sinirli uyarlanabilirlikte ¢alisirken; yapay zeka ile
donatilmis yeni nesil robotlar, adaptif 6grenme, otonom karar verme
ve karmasik ¢evresel kosullar: algilama gibi yetenekler kazanarak
gercek anlamda akilli sistemlere doniismiistiir (Siciliano, & Khatib,
2016:1, Krizhevsky, Sutskever, & Hinton, 2012:2, Sutton & Barto,
2018:1). Bu doniisiimiin temelinde, DRL'nin robotlara deneyime
dayali 6grenme kapasitesi kazandirmasi, derin 6grenme tabanli
gorsel algi modellerinin yiliksek hassasiyetli ve ger¢ek zamanli
cevresel yorumlama imkéani sunmasi ve HRC yaklasimlariin insan-
makine etkilesimini glivenli ve verimli hale getirmesi yatmaktadir
(Levine & ark., 2016:1, Ajoudani & ark., 2018:1).
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Uctan uca Ogrenme ve Taklitci Ogrenme yontemleri,
robotlarin beceri edinim siireglerini sadelestirerek programlama
yiikiinii azaltmakta; Robot Etigi ve Giivenligi ise otonom sistemlerin
sorumlu bir sekilde gelistirilmesi icin gerekli etik, hukuki ve
toplumsal c¢ergevenin Onemini vurgulamaktadir (Argall & ark.,
2009:1, Topol, 2019:1, Zhang & ark., 2022). Ozellikle son dénemde
ortaya ¢ikan Uretken Fiziksel YZ ve robotikte temel model kullanimi
gibi yenilik¢i yaklagimlar, robotlarin daha genel amagh gorevleri
yerine getirme, daha esnek davranis kaliplari sergileme ve dogal dil
komutlarin1 anlayarak yorumlama kapasitesini 6nemli Olciide
artirmaktadir (Ahn & ark., 2022).

Gelecege yonelik aragtirma alanlari, YZ destekli robotik
teknolojilerinin yalnizca imalat sektoriinde degil; saglik (6rnegin
mikrosistemler ve cerrahi robotik), lojistik (akilli tedarik zincirleri),
sosyal robotik ve biligsel etkilesim gibi kritik sektorlerde de
doniistiiricti  etkiler  yaratacagini  gostermektedir  (Nelson,
Kaliakatsos & Abbott, 2010:1, Wurman, D'Andrea & Mountz,
2008:1, Jiang & ark., 2017). Bununla birlikte, bu hizli gelisim siireci
onemli etik, glivenlik ve toplumsal sorunlari da beraberinde
getirmektedir  (Topol, 2019:2). Algoritmik seffaflik, veri
mahremiyeti, robotlarin etik karar verebilme kapasitesi ve is giiciine
yonelik potansiyel etkiler, hem arastirma toplulugunun hem de
politika yapicilarin 6ncelikle ele almas1 gereken konular olarak 6ne
cikmaktadir (Topol, 2019:2, LeCun, Bengio & Hinton, 2015:1). Ayni
zamanda, robotik teknolojilere yonelik toplumsal algi ve kiiresel-
bolgesel farkliliklarin incelenmesi, teknolojik gelisimin kapsayici ve
adil bir sekilde ilerleyebilmesi agisindan kritik 6nemdedir.

Adaptif yapay zeka ile giiclendirilmis robotik sistemlerin
strekli olarak gelismesi, yalnizca teknik ilerlemeyi degil, bu
ilerlemeyi yonlendirecek hukuki ve etik cergevelerin de eszamanh
bicimde olgunlagsmasini zorunlu kilmaktadir. Hem Tiirkiye’de hem
de diinya genelinde bu teknolojilere yapilan yatirimlar ve yiiriitiilen
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Ar-Ge caligmalar, iilkelerin gelecekteki rekabet giiciliniin
belirleyicileri arasinda yer alacaktir. Sonu¢ olarak, robotik
sistemlerde yapay zeka entegrasyonu, gelecegin otomasyon ve akilli
sistemler vizyonunun merkezinde konumlanmakta olup, bu alanda
multidisipliner yaklasimlarla desteklenen kapsamli arastirma
faaliyetlerinin siirdiiriilmesi biiyiik 6nem tasimaktadir. Yapay zeka
ve robotik arasindaki bu giiglii sinerji, insanligin karsi karsiya oldugu
karmasik sorunlara yenilik¢i ¢oziimler iiretme potansiyeline sahiptir;
ancak bu potansiyelin tam olarak hayata gecirilebilmesi, teknolojinin
sorumlu, etik ve siirdiiriilebilir bir anlayisla gelistirilmesine baglidir.
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