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CHAPTER I 

 

 

Newton’s Laws of Motion: Basic Principles and 

Universal Truth 

 

 

Cem Cüneyt ERSANLI 1 

Ercümend ERSANLI2 

 

Introduction 

Isaac Newton is considered one of the important scientists who 

made revolutionary studies in the field of physics in the 17th century 

and pioneered the foundations of science with the laws of motion. 

These rules, known today as Newton’s laws of motion, were 

obtained as a result of very careful and long observations examining 

motion and its changes. Newton is especially known for the three 

laws of motion he put forward to understand the nature of motion, 

and Newton’s laws of motion are among the most fundamental 
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concepts of physics. These laws are universal truths that reveal how 

objects move and how they are affected by forces. Although 

Newton’s laws of motion are limited, they are widely used not only 

in physics but also in many fields of science, from engineering to 

astronomy, from biology to chemistry, due to their simplicity and 

breadth of validity. These basic rules of motion help us understand 

the phenomena that are frequently seen in our daily lives. Newton’s 

laws of motion have been used in the examination of the motion of 

many systems we encounter in our daily lives, from celestial bodies 

to fluids and springs, from cannonballs to electric charges. While 

these laws help us understand the basic principles of the physical 

world, they also have indirect effects on psychological processes and 

human relationships. The work Philosophiae Naturalis Principia 

Mathematica, published by the English scientist Isaac Newton in 

1687, contains these laws (Newton, 1687). 

Newton’s First Laws of Motion 

Newton’s laws of motion consist of three basic laws: 

Newton’s First Law of Motion: Principle of Inertia 

Sir Isaac Newton (1642-1727) put forward the principle of 

inertia by making use of the ideas and results put forward by Galileo. 

Newton’s first law of motion is also known as the principle of 

inertia. It states that the state of rest of an object is a special case of 

an object moving at a constant speed. 

“An object, unless acted upon by a net force, continues to move in a 

straight line at its current speed if it is at rest, and continues to 

move in a straight line at its current speed if it is in motion. In 

short, it continues to move at a constant speed.” 
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The mathematical expression of Newton’s first law of motion 

is; v = constant, ∑F = 0 and dv/dt = 0. Here v represents speed, F 

represents force, and t represents time. 

This law states that an external force is required for the moving 

parts of an object to change. Inertia is a natural feature of the object, 

and this feature means that the object maintains its state of motion. 

In other words, if there is a change in the state of motion of objects, 

the objects have the ability to resist this change. An object at rest 

does not move unless an external force is applied; Similarly, an 

object in motion continues to move at a constant speed unless it is 

forced to stop or accelerated by a force (URL 1, 2024). In other 

words, inertia is the ability of an object to preserve its current motion 

records. We encounter this law very often in our daily lives. For 

example, when a car is moving and the driver brakes suddenly, the 

passengers in the car are thrown forward. We have all encountered 

in our daily lives that if a stopped car moves forward suddenly, the 

passengers in the car are forced to move backwards. This is a result 

of inertia. Similarly, an object that is stopped does not move unless 

a force is applied to it. Therefore, if a ball is at rest before being 

thrown, a force is required to start it in motion. Inertia can be 

observed not only in the physical world but also in human behavior. 

When people act in a certain routine for a long time, they have 

difficulty breaking out of this routine. This also appears as 

behavioral inertia. It also has a significant effect on human 

psychology. People may have difficulty changing existing situations 

and this situation is called psychological inertia. For example, when 

an individual is asked to change an existing skill or routine the 

individual may encounter difficulties arising from this change. In 



 

--7-- 

 

this process, the person needs to improve himself. The change in the 

current situation usually creates a feeling of discomfort. This leads 

the individual to resist the change process. Psychological inertia is 

related to the resistance they show against the changes that will be 

encountered in the lives they will live. Since people maintain their 

stability, they may have difficulty transitioning to a new situation. 

For example, an individual who wants to switch to a healthy lifestyle 

may have difficulty giving up old habits. Even if the individual has 

motivations to change his current situation, the feeling of inertia may 

prevent this motivation. The principle of inertia can also be observed 

at the societal level. In the transition to a new system at work, it is 

possible for people to remain attached to the current system. In such 

a case, it may be difficult for the individual to adapt to the change. 

Therefore, effective communication and training are important 

during the change process. In this case, informing employees about 

the new system process can help overcome inertia. This law of 

Newton provides an important metaphor for understanding social 

behavior and the dynamics of change. 

Another important dimension of the first law is related to the 

condition of the moving parts. If a moving bus brakes suddenly, the 

passengers continue their own movements despite the condition of 

the bus. In such a case, there are seat belts on the buses that 

passengers must wear for safe transportation. These belts prevent 

passengers from being thrown forward during sudden stops and 

minimize possible negative situations. This is one of the simple but 

beautiful examples we come across in our daily lives. 
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Newton’s Second Law of Motion: The Relationship Between 

Force and Acceleration (Fundamental Principle of Dynamics) 

“A system or an object under the influence of an unbalanced 

constant force (i.e. net force) makes a constant acceleration 

movement. Mathematically, this is basically explained by Fnet = 

mxa (net force = mass x acceleration).” 

Newton’s second law of motion, the fundamental principle 

of dynamics, states that the acceleration of an object is directly 

proportional to the resultant force (or net force, ∑F) applied to that 

object and inversely proportional to its mass. This law is expressed 

with the formula Fnet = mxa; where Fnet represents the force, m 

represents the mass, and a represents the acceleration. The resistance 

of the object opposes slowing down when in motion and moving 

when at rest. For this reason, the mass mentioned in Newton’s 

second law of motion is often called the inertial mass. Let’s consider 

a simple example of how this law is applied in daily life. Imagine 

that you have a soccer ball in your hand. When you apply force to 

this ball, it moves forward at the highest speed. However, when you 

apply force to a larger and heavier basketball with the same force, it 

accelerates more slowly than the football. This is because a larger 

mass (basketball) accelerates less with the same force. Similarly, 

when we try to accelerate a bicycle and a motorcycle by pushing 

them with the same force, the bicycle accelerates faster than the 

motorcycle. This is because the bicycle has less mass than the 

motorcycle. This clearly shows the proportionality between mass 

and acceleration. 

Newton’s second law of motion measures the force under 

different compressions and tensions by regulating the mass. 
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Newton’s first law of motion defines all other forces. Once these 

forces are known, the second law gives the equations of motion of 

an object with a known mass. Neither the first nor the second 

Newton’s law can determine which of two separate observers in 

different reference frames is moving and which is at rest. 

Another interesting application of Newton’s second law is 

space exploration. For example, during the launch of a spacecraft, 

the rocket engines produce a large amount of force. This force 

releases the spacecraft from the effects of gravity and launches it into 

space. If the rocket is heavier, more force will be required to get off 

the ground. In this case, this is an important issue that space 

engineers should pay attention to when launching a spacecraft. 

The thing to pay attention to in the equation Fnet=mxa is the 

net force, or Fnet, which is a vector quantity. Vectors have both 

magnitude and direction. In other words, if we want to accelerate in 

a certain direction, then the magnitude of the force we apply and the 

direction of this force will make a difference. In other words, 

efficiency is not only related to how much work you do (magnitude), 

but also to where the work is applied (direction). This applies to all 

the big and small decisions we make as individuals. As you can see, 

it is not enough for humans to get rid of inertia just to do something. 

We also need a direction, a direction, to accelerate. 

Internal attraction is a powerful factor that guides and 

motivates people. People tend to different goals depending on 

various internal and external factors and exhibit various 

characteristics in an effort to achieve these goals. In this context, 

maintaining motivation is proportional to the energy and effort they 



 

--10-- 

 

spend to achieve it. This process can help us better understand the 

motivation and behavioral dynamics of people with Newton’s 

physical laws. The formula Fnet=mxa (net force = mass × 

acceleration) plays an important role by basing it on the dynamics of 

motivation and power. Here, “force” may represent the things 

individuals want, “mass” may represent the current existence of 

individuals, and “acceleration” may represent the individual’s effort 

to achieve this goal. Motivation is defined as the effort spent to 

achieve a goal. This effort can be directly achieved with the belief 

and motivation of the individual. For example, if a student wants to 

be successful in an exam, the effort he/she will spend to achieve this 

goal depends on his/her motivation. The effort applied to achieve 

this goal shows that the force is working in a way. This is possible 

with the basic principle of dynamics. The stability of motivation 

determines the magnitude of the force required to achieve. An 

individual with high motivation increases his/her momentum by 

spending more energy and effort to achieve. However, the 

individual’s current situation and capacity (mass) are another factor 

in this process. If the individual’s current situation is positive and the 

goal is clearly determined, the level of motivation increases and the 

individual gains momentum faster. Otherwise, motivation decreases 

and energy decreases. Intrinsic motivation is a force that is directed 

by a sense of inner satisfaction and curiosity. This type of motivation 

contributes to the individual’s discovery of his/her potential and 

personal development. The presence of intrinsic motivation enables 

the individual to be more determined and determined to stand tall. 

For example, while an artist feeds his/her intrinsic motivation with 

the desire to perform his/her art, this motivation is strengthened with 
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the student’s desire to learn. This allows him/her to gain more 

momentum thanks to this internal attraction. Extrinsic motivation 

can be provided through external rewards. For example, an 

employee may spend more effort for external rewards such as a 

promotion or salary increase. However, external motivation is 

usually not as sustainable as intrinsic motivation. Long-term, 

persistent intrinsic motivations create a stronger, lasting impact, 

while extrinsic motivations provide a temporary source of energy. 

Newton’s Third Law of Motion: Action-Reaction Principle 

Newton’s third law of motion describes the mutual interactions 

of objects. Newton’s third law of motion is known as the action-

reaction principle and is expressed as follows: 

“If two objects interact, the force F12 exerted by object 1 on 

object 2 is equal to, in the same direction and opposite to the 

force F21 exerted by object 2 on object 1.”  

This expression is mathematically expressed as; 

F12 = - F21 

According to this law, when a force is applied to an object, the 

other object applies a force of the same magnitude but in the opposite 

direction. The force applied by object 1 on object 2 is called the 

“action” force, and the force applied by object 2 on object 1 is called 

the “reaction” force. This is basically an event that we can observe 

frequently in our lives. For example, the propellant gases coming out 

of the engines at the bottom of rockets exert a force towards the 

ground, and the opposite reaction of this force causes the rocket to 

move upward. Again, while the Earth exerts a force on the Moon, 

causing it to rotate around it, the Moon also exerts a gravitational 
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force on the Earth. In fact, ocean tides are a result of the gravitational 

force that the Moon exerts on the Earth. The Earth and the Moon 

exert a gravitational force on each other. This law explains why an 

ice skater moves backwards when he pushes another skater forward. 

Again, according to this law, the force that an apple exerts on the 

Earth is the same magnitude but in the opposite direction as the force 

that the Earth exerts on the apple. Force does not act directly on an 

object, but rather acts between two objects or between the object and 

its surroundings. When forces are active between objects, the objects 

interact with each other. This effect does not depend on the inertial 

reference system of the observer. When hammering a nail into a 

surface, the force exerted by the hammer on the nail is equal to the 

reaction force exerted by the nail on the hammer. 

This law is not limited to physical events; it also manifests 

itself in social interactions. The applicability of this law is important 

for human dynamics to continue. Our level of productivity, like 

Newton’s third law of motion, is generally the balance of forces that 

increase and inhibit productivity in our lives (Johnson & Miller, 

2018). The action-reaction principle also manifests itself in social 

relations and human behavior (Jones & White, 2013). 

Communication and interactions between people are similar to this 

principle. For example, when you help someone, we usually receive 

a thank you or a positive reaction in return (Brown, 2018). Similarly, 

a negative reaction usually occurs in a negative behavior. Such social 

dynamics show how Newton’s third law of motion can be associated 

with the human dimension. 

In daily life, this action-reaction situation will also affect 

people’s interactions with their social environment. For example, 
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when a certain behavior becomes the norm in a group, group 

members adopt an attitude towards adopting this behavior. This 

helps us understand how social norms and social rules are formed. 

People exhibit similar behaviors in order to conform to the 

expectations of their social environment, and this determines the 

basic dynamics of interactions. 

Social media and digital interactions are also a modern fusion 

of the action-reaction principle. Sharing and liking over the internet 

accelerates the interactions shown to each other. When a person 

shares positive content on a social media platform, the positive 

reactions to this sharing can increase the individual’s desire to share 

more similar content. At the same time, negative reactions can occur 

and the sharing can be withdrawn. This situation shows how social 

media plays a role in interpersonal interactions and how group 

dynamics are affected. 

The Historical Importance of Newton’s Laws of Motion and 

Their Place in Daily Life 

Newton announced these three basic laws of motion in his 

work Philosophiae Naturalis Principia Mathematica (Mathematical 

Principles of Natural Philosophy) published in 1687 (Newton, 1687). 

This work is considered a turning point in the history of science. 

Because Newton managed to create an integrated model by 

combining many theories known until then about motion and force. 

Newton’s laws of motion provide basic principles for many events 

we observe in our daily lives. The motion, force and acceleration 

relationships in our daily lives show how universal and applicable 

these laws are. These laws are not only valid for elements on Earth, 

but also for all components in the universe. Newton’s laws of motion 
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allow us to better communicate with the physical world. Athletes’ 

training programs are usually planned based on Newton’s laws of 

motion. Strength is an important exercise that athletes apply to 

increase muscle strength. Activities such as weightlifting are a 

perfect example to demonstrate Newton’s laws. This type of training 

allows the muscles to strengthen and also to train. Muscles develop 

with the applied forces; therefore, athletes try to achieve the best 

results by organizing their training according to these principles. 

Although these laws were developed within the framework of 

theoretical physics, we all use these methods and live according to 

these principles without realizing it. These laws provide an 

understanding of how an object needs to apply force to continue its 

motion, change its direction or direction. Countless examples such 

as traveling in our car, throwing a ball, riding a bicycle or lifting an 

object reveal the reflection of Newton’s laws of motion in daily life. 

This perspective of Newton provided a very broad perspective to 

people who spread the physical world and accepted the existence of 

universal life in motion. These laws play a vital role in many fields 

from engineering to architecture, from the automotive sector to 

sports sciences. In addition, Newton’s laws of motion are not limited 

to the physical world; these laws also provide a valuable metaphor 

for human growth and social relations. 

Inertia in Daily Life 

Newton’s laws also manifest themselves in activities at home. 

For example, when a broom is running, the brushes of the broom 

interact with the ground. The force applied to the ground during the 

movement of the broom ensures that dust and dirt are swept away. If 

we move the broom fast and smoothly enough, we can collect more 
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dirt. Inertia also comes into play in this process; because in order for 

the broom to move, it needs to be pushed. The fan continuing to run 

for a while after a power outage, the function of an airbag (when a 

vehicle equipped with an airbag is involved in an accident, the 

sudden deceleration in its speed causes the electric switch to operate, 

which initiates a chemical reaction that produces a gaseous 

substance that fills the airbag and protects the driver’s head) can be 

given as examples of the principle of inertia in our daily lives (URL 

1, 2024). 

Inertia exists as a metaphor not only for physical objects but 

also for human life and psychological processes. People often 

maintain their current state, and this can occur as psychological 

inertia. Such inertia is accompanied by variations, resistance, or fear 

of change. 

Habits help people organize their lives in a certain way. In this 

order, the repetition of continuity that will continue automatically 

occurs and these behaviors become a part of the person’s identity. 

However, when these competencies are tried to be changed, 

individuals may encounter a state of inertia. When people enter a 

certain behavioral model, they show a strong tendency towards this 

continuity. For example, someone who exercises regularly does not 

have difficulty maintaining this habit, while someone who does not 

exercise at all may have difficulty gaining this habit. An external 

force (motivation, encouragement or pressure) is required for the 

individual to be in the current situation and to be regulated with this 

system. In this case, the process of changing habits, motivation and 

support systems are of great importance. The support that people 

receive from their environment causes them to manage the change 
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processes more easily. Family, friends or professional support play 

a critical role in the growth of new capacities. A supportive 

environment can increase their motivation and help overcome 

inertia. For example, this professional support that an individual will 

receive from an expert to achieve healthy nutrition can help them 

maintain their individual motivation and gain healthy competencies. 

Another important factor for changing habits is goal setting. In order 

to achieve success, goal setting allows them to adapt better to the 

change processes. Goals can help them overcome inertia by 

increasing their motivation. For example, if a person sets a goal of 

doing sports three days a week, this goal can increase their ability to 

take action. The goal setting process, ensuring that the goal is clear 

and realized, is important in terms of maintaining their motivation. 

Procrastination is a common example of human inertia. Many 

people find it difficult to act when they do not have external pressure 

or motivation to start a task. Just as an existing object needs a force 

to move, people need an internal or external force to take action. This 

force can be a deadline for a given task, a goal, or a reward. People 

often resist change because it disrupts the status quo. Psychological 

inertia causes them to maintain their status quo. Inertia is often 

related to comfort zones. People want to stay in the situation they are 

used to because it gives them confidence. Change disrupts, and this 

can make people uncomfortable. For this reason, many people prefer 

to stay where they are rather than change their current situation. 

However, like physical inertia, this psychological inertia can be 

overcome. People can act and make changes because of external 

motivations, goals, or new experiences. There are many parallels 

between inertia at the international level and inertia in humans. In 
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both cases, a system or person appears to be in a state of being and 

needs an external force to change this state. However, while in 

physical inertia these external forces are usually clear, in 

psychological inertia these forces can be more abstract. Motivation, 

goals, education, social pressure or internal drives can be ways of 

overcoming psychological inertia. The important thing is that in both 

the physical and psychological worlds, these forces need to be 

present in order for a system or individual to show change. 

The Basic Principle of Dynamics in Daily Life 

The basic principle of dynamics is seen in many physical 

events frequently encountered in daily life. The acceleration or 

deceleration of a car can be given as an example of the basic 

principle of dynamics. A car accelerates forward with a force 

generated by its engine. The larger the parts of the car, the more force 

is required to achieve the same acceleration. Similarly, in braking 

movements, the braking system applies a force opposite to the 

direction of motion of the car and the car slows down. When trying 

to push a heavy table, no matter how hard we push, we cannot notice 

that the table is moving faster. However, when we use the same force 

on a light chair, we see that the chair accelerates faster. Here, the 

difference between the masses of the table and the chair causes the 

same force to produce different results. With the same force, a light 

weight moves more easily than a heavy weight. Because a light 

weight has less mass and accelerates faster. If one of two people 

walking is heavier than the other, the one with the heavier weight 

walks slower. Because the acceleration of the one with the lighter 

weight is greater. This is where Newton’s second law of motion 
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comes into play; that is, we can say that there is a direct relationship 

between the applied force and the acceleration. 

When we apply the basic principle of dynamics to human life 

and social changes by abstracting it from the physical world, we see 

that this information gains a broad metaphorical meaning. People 

and societies show changes under external influences. People 

usually react to changes in their lives with an external force. These 

forces can be various factors such as motivation, external pressure, 

opportunities or crises. A kind of “force” is required for people to 

change. The greater the external influence on a person, the faster and 

more pronounced the change that person experiences due to this 

influence can be. For example, if there is a great motivation (force) 

to achieve a goal, this situation quickly affects the person’s 

movements and increases their actions towards it. Societies have a 

dynamic structure and change with external forces. Social 

movements, revolutions or social reforms can be examined in this 

way. The magnitude of the force applied for a social change 

determines the rates and depth of change. For example, major social 

changes such as war, economic crises etc. can lead to rapid changes. 

A great force is formed on society. As a result, this force leads to the 

rapid progress of social structures. 

When a person or group makes a decision, the forces that affect 

the collection of this decision also play a role in the process. When 

a leader or manager wants the organization to be directed in a certain 

direction, they must provide the necessary motivation and support 

for the implementation of their decisions. If the individuals in the 

organization show great resistance (mass), that is, if the force applied 

by the leader (determination, motivation) is not sufficient, the 
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decision cannot be implemented or the process may be delayed. 

However, if the force is great enough, the organization quickly 

adapts to these new behaviors. The basic principle of dynamics is the 

net force, mass and acceleration in the formula Fnet = mxa, and in 

the same way, external influences determine the reactions of people 

and societies in human behavior and social dynamics. People and 

societies maintain their current situations. A force is required for a 

change to occur. The greater the mass of individuals or societies, that 

is, their resistance, to change, the greater the force required for this 

change to occur. This resistance usually appears as the beliefs or 

social norms that people live by. As in the basic principle of 

dynamics, a greater force is required against a greater mass 

(resistance). As a result, the elements or societies of this force move 

with greater acceleration. 

The Action-Reaction Principle in Daily Life 

Isaac Newton, one of the important scientists of the 17th 

century, helped formulate the fundamental laws that help us 

understand the entire universe. Newton’s laws of motion constitute 

one of the foundations of classical physics and today play a major 

role in physics. The third of these laws, the “action-reaction 

principle”, is not limited to physical events, but can also be used as 

a metaphor in very different areas such as human relations, society 

and psychology. When we step on the ground while walking, our 

feet apply a force to the ground. This force is a pushing force towards 

the ground. However, due to the existence of action-reaction, it 

applies a force of the same magnitude but in the opposite direction, 

in the same direction on the ground. This force provides forward 

movement. When we push the water back with our hands while 
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swimming in water, the water applies a forward force to us and this 

force supports us and enables us to move. Helicopters create a lifting 

force by pushing the air downwards. Thus, the air is exposed to an 

upward reaction force. In all sports competitions, the dominant force 

is in one direction, and the reaction force is in the opposite direction 

(URL 1, 2024). When we sit on a chair, we apply a force to the chair 

with our weight. The chair, in turn, applies a force of the same 

magnitude but in the opposite direction. Again, when a washing 

machine rotates, it uses the power of transformation to throw the 

water out of the laundry. In this process, we see that Newton’s third 

law of motion comes into play in the examples mentioned above, 

such as the movement of the laundry and the throwing of water out, 

that is, it is a result of the action-reaction principle. 

Newton’s action-reaction principle does not only apply to 

physical events. People usually produce a reaction in response to a 

reaction and can often contribute to this effect directly or indirectly. 

Interactions between people can be explained with action-reaction 

principles. For example, when we encounter a positive attitude from 

a person, we usually give positive feedback. However, when we are 

approached with a negative attitude, we are likely to encounter a 

similarly negative reaction. This can be seen as a manifestation of 

the action-reaction principle. Change in a society usually triggers a 

reaction specific to it. For example, a group of people demanding 

independence on a social issue may cause another group to form in 

the opposite direction. Here, we can observe the continuation of the 

action-reaction relationship in social dynamics. The reactions they 

give to the events they experience are usually shaped by the 

experiences they have experienced. An individual who encounters a 
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stressful event may react to this event with stress. However, when 

they have a positive experience, this individual’s mood is usually 

good. All these conditions reveal the course of action-reaction 

development in people’s emotional relationships. 

Family dynamics are also an important part of social 

interactions. Interactions between family members affect emotional 

and psychological development. The love, support and 

understanding that reside within the family help individuals feel 

secure. For example, when a family member supports another family 

member, this support strengthens family ties and increases their 

commitment to each other. This also contributes to the learning of 

social norms and the improvement of values. 

The increase in social energy has positive effects on the 

individual’s permanent health. Thanks to healthy social 

relationships, the individual’s stress decreases and they feel happier. 

People receive emotional support through social interactions and this 

support helps them cope with difficult times. The increase in the 

strength of social ties allows the life they will live to expand and 

social solidarity to be strengthened. However, positive results are not 

always obtained in social interactions. Sometimes, disruptions and 

negative reactions can also occur between individuals. For example, 

if an individual’s failure to help another is misunderstood, 

unexpected negative reactions can be encountered. Such conditions 

can cause damage to social components and the formation of a sense 

of insecurity between individuals. Therefore, effective and clear 

communication in social interactions is of critical importance in 

terms of achieving positive results. 
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The realization of social interaction is also shaped by the 

characteristics and past experiences of the person. While some 

people are more social and open, others may be more introverted and 

shy. In this case, it negatively affects the effects of social 

interactions. Being sensitive to freedoms in social environments, 

expanding empathy and ensuring effective communication help to 

develop social opportunities. In this way, the effort to develop social 

developments ensures the establishment of healthy social 

interactions. 

Another striking aspect of the action-reaction principle is that 

human beings use their reactions in some situations in a hidden way. 

Especially when making decisions, people take time-dependent steps 

by considering how an action they take will cause a reaction. Balance 

is also needed in human and social issues. The actions taken between 

people and the reactions given to these actions determine the balance 

between individuals and groups. Failure to achieve this balance can 

lead to divisions, misunderstandings and ruptures in relationships. 

The Role of Newton’s Laws in the Modern World 

Technology and Engineering 

Newton’s laws of motion are the basic principles offered by 

modern technology. These rules allow engineers and designers to 

develop various systems and structures safely, effectively and 

efficiently. From transportation vehicles to civil engineering, these 

principles enable engineering applications in many areas and lead to 

innovations that make human life easier. Engineers can develop 

faster and more efficient vehicles by using these laws. Aerodynamic 

design is another important area where Newton’s laws are valid. 



 

--23-- 

 

Aerodynamic forms are designed to minimize air resistance, 

especially in air and water vehicles. Civil engineering also makes 

great use of Newton’s laws. In the design of buildings and other 

structural systems, how forces are distributed is of critical 

importance. For example, in the design of a bridge, the loads that the 

bridge must carry and how these loads will affect the structures are 

determined. These programs are essential for safe construction. 

Also, the design of the machines and equipment used in the 

construction process is equally important. Cranes use Newton’s laws 

to program the power required to carry and move loads. These laws 

help engineers design cranes that can operate safely and effectively. 

In the field of technology, for example, an electrical energy 

production study is based on the interaction of electric current with 

a magnetic field and the creation of physical forces by this 

interaction. These laws are also used in automotive engineering. In 

addition, sports technology provides innovations to increase 

performance using these laws. For example, sports equipment is 

designed based on aerodynamic and physical principles to optimize 

the movements of athletes. In the design of a bicycle or running shoe, 

studies are carried out to reduce air resistance and minimize growth 

using Newton’s laws. This allows athletes to perform faster and 

more effectively. 

Education and Training 

In the field of education, teaching Newton’s laws of motion to 

students helps students better understand the physical world. 

Learning this information not only helps physical events emerge; it 

also contributes to the development of analytical thinking skills. This 

process allows them to question and observe the world around them. 
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For example, Newton’s first law of inertia helps to understand the 

differences between moving and stationary objects. Teaching this 

principle allows children to better model the situations they 

encounter in their daily lives. 

Newton’s second law, the differences between force, mass and 

acceleration emerge. This law helps them analyze physical events 

digitally. It helps them develop their skills in the subjects of how the 

force applied to an object will continue to accelerate the object.  

Newton’s third law, the action-reaction principle, helps us 

understand the balance in social interactions. The behaviors people 

show to each other receive similar reactions from the other party. In 

this case, it contributes to the understanding of the dynamics in social 

relationships. By presenting such examples in educational programs, 

it allows for a better understanding of the relationship between social 

sciences and physics. 

In education, it is important to spread a permanent 

understanding of how Newton’s laws can be applied in daily life. In 

this way, learning is made more effective. Another important issue 

in education is the reflections of Newton’s laws in social sciences. 

Thanks to these reflections, students’ interest in social sciences 

increases and allows students to build bridges between different 

disciplines. 

Conclusion 

Newton’s three fundamental laws of motion represent the most 

fundamental laws of the universe and have universal validity. 

Because these laws exist not only in the universal world but also in 
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daily life. Thanks to these laws, we can understand how objects 

move, why they accelerate, slow down or change direction. 

The first law, inertia, can be observed both in the physical 

world and in human behavior. Whether objects and people remain 

stationary or maintain their current state of motion shows how 

widespread and continuous this information is. In our daily lives, we 

constantly experience these developments while driving a car or 

pushing an object. Newton’s first law, inertia, has an important place 

in psychology. It is a critical step to help people have healthier 

abilities. 

The second law helps us understand the relationship between 

force and acceleration. The power required for an object to move is 

directly related to its data. This law can be applied in many areas in 

daily life; it is valid in a wide range from sports activities to 

engineering designs. In addition, the comprehensiveness of 

Newton’s second law provides a better understanding of both 

physical and social dynamics. The third law, action-reaction, states 

that there is a reaction in response to movement. This principle can 

be applied not only in the physical world but also in social and 

psychological processes (Williams, 2020). The behaviors people 

display are shaped by mutual reactions, and this determines the 

dynamics of human relations. The formation of social norms in daily 

life, personal information and social changes reveal the details of this 

principle. For this reason, the prevalence of the action-reaction 

principle can help better understand and use communications with 

social environments in a healthier way. Therefore, this principle is 

one of the cornerstones of social life and helps us understand the 

depth of human relations. 
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Newton’s laws of motion play a critical role in modern 

engineering and technology. These laws help engineers and 

designers improve various systems safely, effectively and 

efficiently. In many areas, from transportation vehicles to civil 

engineering, these principles lead to the emergence of innovations 

that make human life easier. 

It is seen that Newton’s laws of motion are not just theories, 

but rather fundamental truths that shape our lives. Every day, we act, 

interact and make decisions under the guidance of these laws. From 

our relationships with the world to our individual lives, these laws 

allow us to understand our movements and changes. As a result, 

Newton’s laws of motion guide us at every moment of our lives. 

These universal rules provide a powerful guide in understanding the 

nature and communication of people. These laws are present in our 

daily lives and allow us to look at both the world and our own 

movements with a deeper understanding. 

As a result; knowing these physical laws allows us to both 

develop our practical skills and contribute to improving our quality 

of life. Therefore, Newton’s ideas are important principles that are 

valid in every area of our lives, beyond just physical rules. 
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Introduction 

X-rays are the basis of modern imaging techniques and 

ushered in a new era in medical science. Discovered in 1895 by the 

German physicist Wilhelm Conrad Röntgen, these rays are produced 

by the slowing down of high-energy electrons or electron transitions 

in the inner orbits of atoms. With wavelengths ranging from 0.1-100 

Ǻ, these electromagnetic waves have a wide range of industrial 

applications. X-rays are in the high-energy part of the 

electromagnetic spectrum and carry much higher energy than visible 

 
1 Sinop University, Graduate School of Education, Department of Physics, Sinop/Turkey, Orcid: 0009-0009-
9762-5595, hilal.gundd@gmail.com 
2 Prof. Dr., Sinop University, Faculty of Arts and Sciences, Department of Physics, Sinop/Turkey, Orcid: 

0000-0002-8113-5091, ccersanli@sinop.edu.tr, ccersanli@gmail.com 

This study was produced under the supervision of the second author from the first 
author’s master seminar. 

mailto:ccersanli@sinop.edu.tr
mailto:ccersanli@gmail.com


 

--29-- 

 

light or radio waves. This high energy can be used to analyze the 

motion of subatomic particles or irregular structures. X-rays are 

often used to study the internal structure of objects, medical 

diagnostics, industrial applications and archaeological excavations. 

Located between radio waves and gamma rays in the 

electromagnetic spectrum, X-rays cannot be seen by the human eye 

and are categorized as invisible rays. However, thanks to their ability 

to penetrate into matter, they can visualize internal structures. 

Thanks to their high energy, X-rays can interact with matter to 

produce ionizing radiation. These properties should be used with 

caution as they can have harmful effects, especially on biological 

tissues. While X-rays are capable of penetrating many solids, they 

can be absorbed by dense and thick materials. 

1. Importance of X-rays in Industry 

X-rays have many important industrial uses. In this wide 

range, it stands out as a reliable and effective tool in critical 

processes such as materials testing, quality control and product 

safety. 

Materials Testing and Quality Control: X-rays are used to 

detect defects in materials. It is possible to detect cracks, holes and 

similar defects in metal and composite materials. It is especially used 

to evaluate the quality of welded points. In addition, examining the 

internal structure of parts plays an important role in precision 

manufacturing processes. 

Casting and Metallurgy: While X-rays are used to identify 

defects in casting processes, they are also very effective for alloy 

analysis. Thanks to these analyzes, the proportions and compositions 



 

--30-- 

 

of the elements in the internal structure of materials can be clearly 

seen. 

Food Industry: The presence of foreign bodies in food 

products can be detected with X-rays. Also, defects in packaging 

materials can be checked with this method. 

Textile Industry: X-rays are used to identify weaving defects 

and quality problems in fabrics. 

Electronics Industry: Solder joints in electronic components 

are examined with X-rays for quality control. In addition, production 

defects in the internal structure of integrated circuits can also be 

detected by this method. 

Transportation Industry: X-rays are used to assess the quality 

of welding points on automobile and aircraft parts. It is also used to 

detect wear and defects in engine parts. 

Industry and Building Materials: Internal cracks and defects in 

concrete structures can be revealed with X-rays. Also, fatigue-

related damage to metal structures can be analyzed with this method. 

2. Comparison of X-rays with Other Industrial Technologies 

Each technology comes with its own advantages and 

limitations. Compared to other methods, X-rays generally have the 

advantage of penetrating deep into materials and examining the 

internal structure in detail. However, the most appropriate 

technology should be chosen depending on the area to be used and 

the specific needs. 

Ultrasonic Inspection: This method uses the reflection of 

sound waves within the material to detect defects. 
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Comparison: X-rays can penetrate deeper than ultrasonic 

inspection and can be used on thick materials. However, ultrasonic 

inspection can be more sensitive in detecting small defects on the 

surface. 

Magnetic Particle Inspection: Surface defects are detected 

with the help of a magnetic field and magnetic particles. 

Comparison: X-rays can penetrate deep into the material, 

while magnetic particle inspection can only detect defects on the 

surface. Magnetic particle inspection can be more cost-effective, but 

is limited in depth. 

Gamma Irradiation: Gamma rays are used to kill 

microorganisms in materials or sterilize products. 

Comparison: Gamma rays are often used in sterilization and 

disinfection processes, while X-rays are preferred for examining the 

internal structure of materials and for quality control. 

3. Industrial X-ray Imaging 

Industrial X-ray equipment works through a complex process 

and it is necessary to study the basic steps to understand the 

functioning of these devices: 

X-ray Tube: At the center of these devices is an X-ray tube. 

The tube contains a cathode (negative electrode) and an anode 

(positive electrode). High-energy electrons are emitted from the 

cathode. 
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Figure 1: X-ray Tube 

Acceleration of Electrons: High voltage accelerates the 

electrons leaving the cathode. These electrons quickly hit the anode 

and lose energy. 

Generation of X-rays: When electrons hit the anode, they lose 

their energy and this process results in the production of X-rays. The 

anode is usually made of a metal with a high atomic number, such as 

tungsten, because such metals produce more X-rays (URL 1). 



 

--33-- 

 

 

Figure 2: Working Principle of the X-ray Tube 

Emission of X-rays: The resulting X-rays are emitted out of the 

tube and directed at the object to be examined. 

 

Figure 3: X-ray Absorption Spectrometer 

Passage and Absorption: As X-rays pass through objects, 

some are absorbed by the material and the rest pass through. Denser 

and thicker materials absorb more X-rays, enabling the detection of 

density differences in the internal structure of the material. 
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Detection and Imaging: X-rays passing through the object 

reach a sensor. This sensor measures the intensity of the X-rays and 

the data is processed by computers to create an image of the internal 

structure of the object. This image allows possible defects to be 

detected. 

Collimator (Optional): The collimator allows detailed 

examination of a specific area by adjusting the direction and focus 

of the X-rays. 

Industrial X-ray instruments are critical for examining the 

internal structure of materials, flaw detection and quality control. 

These instruments are widely used in industries such as automotive, 

aerospace, construction and industrial production. 

4. Uses of X-ray Imaging Techniques 

X-ray imaging techniques are widely used in many industrial 

fields. Here are the main uses of these techniques in different 

industrial fields: 

Material Testing: 

• Flaw Detection: X-rays are used to detect defects such 

as cracks, holes or air bubbles in industrial materials 

such as metals, composite materials and weld joints. 

• Material Composition Analysis: X-ray spectrometry 

allows the elements and components within materials 

to be analyzed. 

Weld Inspection: 
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• Weld Defects: Defects in the weld joints, lack of 

penetration or homogeneity of the filler metal are 

evaluated by X-ray imaging. 

• Weld Quality: X-rays provide quality control by 

examining the internal structure of welds and detect 

potential weld defects. 

Quality Control and Verification: 

• Product Quality: X-ray imaging is used to assess the 

internal structure of industrial products and helps 

determine whether products meet quality standards. 

• Product Dimensioning: X-ray technology is used to 

dimension the internal structure of products and check 

whether components are compatible. 

In-Part Inspection: 

• Structural Analysis: X-ray imaging is used to examine 

the internal structure of complex parts in detail and to 

identify internal components. 

• Precision Parts: X-ray technology is used to examine 

the internal structure of fragile parts such as electronic 

devices and precision mechanisms without damaging 

them. 

These methods play an important role in critical processes such 

as quality control, analysis and defect detection in different 

industries. 
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Archaeology and Cultural Heritage Conservation 

Examination of Ancient Objects: X-ray imaging techniques 

are used to analyze the internal structure of historical artifacts while 

preserving the materials used. 

Restoration Studies: During the repair and maintenance of 

historical artifacts, detailed examination of the internal structure can 

be done with X-ray technology, which guides the restoration 

process. 

Oil and Gas Industry 

Pipelines and Weldments: X-ray imaging techniques are used 

in the oil and gas industry for the detection of defects and quality 

control of pipelines and weld joints. 

X-ray Imaging Techniques: X-ray technology is used in many 

industrial fields thanks to its ability to examine the internal structure 

of objects in detail and without damaging them. These techniques 

are widely preferred to increase the reliability of manufacturing 

processes, improve product quality and ensure the accuracy of 

critical components. 

5. Industrial X-ray Tomography 

Basic Principles of X-ray Tomography: X-ray tomography is 

a method for visualizing the internal structure of objects in three 

dimensions. 

X-ray Absorption and Attenuation: As X-rays pass through an 

object, they are absorbed at different rates by the materials within it. 

Dense materials (e.g. metal) absorb more X-rays, while less dense 
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materials (e.g. air) absorb less. The attenuation rate of X-rays varies 

depending on the density and thickness of the material. 

Project Plan: The object is scanned with X-rays from different 

angles and the projections from these angles form cross-sectional 

images of the object. 

Back-Projection Transformation: Projections taken from 

different angles are combined with the back-propagation method. 

This method reconstructs the internal structure of the object by 

placing the projections in the correct position and angle. 

Reconstruction: The data obtained by backpropagation is 

processed through a computer program and cross-sectional images 

of the object are created. These cross-sections provide a detailed 

view of the object's internal structure. 

Imaging and Analysis: The resulting cross-sectional images 

can be viewed and analyzed in 2D or 3D format. X-ray tomography 

is used in many fields from engineering to medicine, providing 

detailed information about internal structures without the need for 

surgical intervention. It is widely used in industry for materials 

testing, defect detection, quality control and product development, 

and in medicine for organ and tissue examination. 

6. Use of X-ray Tomography in Industrial Applications 

X-ray tomography is used in many industrial fields, from 

engineering to automotive, aerospace to energy, to examine the 

internal structure of parts in detail. This technique is a powerful tool 

for improving product quality, detecting defects, optimizing 

manufacturing processes and design verification. X-ray tomography 

is a critical imaging technique for detailed part inspection and 
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analysis in the industrial field. Some of the key application areas 

enabled by this technique: 

Defect Analysis and Detailed Inspection 

• Structural Defects: X-ray tomography detects 

structural defects such as cracks, holes, air bubbles or 

embedded foreign bodies in metal, plastic or composite 

materials. 

• Weld Inspection: Used to examine weld joints in 

detail for defects, lack of penetration and problems 

such as porosity. 

Analysis of Material Components 

• Material Distribution: Evaluates material distribution 

and homogeneity within parts. Identify the boundaries 

and components of different materials. 

• Porosity Analysis: The porosity and porosity levels 

and distributions in materials can be analyzed by X-ray 

tomography. 

Production Quality and Tolerance Control 

• Tolerances of Internal Structure: Detects internal 

structural tolerance violations that occur during the 

manufacturing process, which evaluates the quality 

and conformity of products. 

• Machine Parts: The internal structure and assembly 

quality of industrial machine parts can be examined in 

detail. 
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Structural Analysis and Engineering Applications 

• Material Durability: Material durability and potential 

harmful effects (e.g. metal fatigue) within structural 

components can be analyzed. 

• Design Verification: The internal structure of structural 

designs and component performance are examined to 

assess how they will behave in real-world conditions. 

Repair and Maintenance 

• Damage Detection: Defects, cracks and degradations 

inside the damaged parts are evaluated by X-ray 

tomography. 

• Reparation Planning: Detailed analysis of the 

internal structure of damaged parts is important for 

creating an effective repair or maintenance strategy. 

7. Industrial X-ray Analysis 

X-ray spectrometry is a method of analysis used to determine 

the types and amounts of elements in a substance. Here is basic 

information about this technique: 

What is X-ray Spectrometry? 

X-ray spectrometry determines the chemical composition of a 

sample by examining the interaction of X-rays sent into a sample 

with the elements in the sample. This method is widely used in many 

fields such as materials science, metallurgy, geology, biochemistry, 

archaeology, biology, physics and industry. X-ray spectrometry is a 

versatile technique that can be adapted to various analysis 

requirements and is considered an important tool in analytical 
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chemistry. This method has a wide range of applications with the 

ability to directly determine the amount and types of elements in 

samples. 

How X-ray Spectrometry Works 

1. X-ray Irradiation: An X-ray beam is sent into the sample and 

the X-rays penetrate into the sample. 

2. Interaction of Elements: The atoms in the sample interact 

with the incoming X-rays. During this interaction, internal electrons 

absorb energy to fill the gaps in the outer shells and re-emit X-rays, 

producing fluorescence (scattering). 

3. Spectrum Analysis: The X-ray spectrometry instrument 

analyzes the energy levels of the emitted X-rays. Each element 

produces X-rays at specific energy levels and these energy levels can 

be observed in the spectrum recorded by the instrument. 

4. Element Analysis: The recorded spectrum contains the 

characteristic X-ray energies of each element. Using these 

characteristic energies, it is possible to determine the types and 

concentrations of elements in the sample. 

Usage Areas and Examples 

• Material Analysis: Compositional analysis of 

metallurgy, ceramics, plastics and other industrial 

materials. 

• Mineralogy and Geology: Elemental compositional 

analysis of rocks and minerals. 

• Chemical Analysis: Analysis of biological samples, 

organic compounds and biochemical processes. 
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• Archaeology and Cultural Heritage: Analysis of paints, 

inks and other materials from historical artifacts. 

• Environmental Science: Pollution analysis of soil, 

water and air samples. 

Use of X-ray Techniques for Composition Analysis of Materials 

X-ray techniques are powerful tools used to analyze the 

internal structure and composition of materials in detail. Details on 

how these techniques work and in which fields they are used: 

X-ray Fluorescence Spectrometry 

- How it works: High-energy X-rays are sent into the sample. 

These X-rays interact with elements in the sample and produce 

characteristic X-rays. The energy levels of these emitted X-rays are 

analyzed to determine the chemical composition of the elements in 

the sample (URL 2). 

- Areas of Use: It is widely used in the analysis of elements in 

many fields such as metallurgy, ore analysis, cement industry, 

archaeology and environmental analysis. 

Energy Distribution X-ray Spectrometry 

- How it works: A focused beam of electrons is sent at the 

sample. The electrons interact with electrons in the sample and 

produce characteristic X-rays. The energies of these X-rays are 

analyzed to determine the type and amount of elements. 

- Areas of Use: Integrated with instruments such as scanning 

electron microscopes and transmission electron microscopes. It is 

used in areas such as surface analysis of materials, nanotechnology, 

biology and materials science. 
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X-ray Scattering Spectrometry 

- How it works: The X-ray beam is sent to the sample and the 

sample scatters the X-rays according to its crystal structure. This 

scattering pattern allows the crystal structure of the sample to be 

analyzed. 

- Areas of Use: Crystallography, mineralogy, materials 

science, metallurgy and structural analysis. 

X-ray Spectrometry and X-ray Tomography 

- How it works: Based on the principle of X-ray tomography. 

The sample is exposed to X-rays and a 3D structure of the sample is 

created using projections taken from different angles. Analysis of 

this structure helps to identify the elements and components in the 

sample. 

- Areas of Use: It is used in industrial applications for 

analyzing the internal structure of materials, quality control, defect 

detection and material testing. 

These X-ray techniques are reliable and effective tools for 

composition analysis of materials. They are widely used in industrial 

processes in many areas such as quality control, materials testing, 

product development and research. 

Industrial X-ray Safety and Regulations 

Safety Precautions in X-ray Use 

X-ray use must be carried out with certain safety precautions 

to minimize health risks. The precautions to be taken ensure that X-

ray use is carried out safely and effectively. When adequate safety 



 

--43-- 

 

precautions are taken, X-ray techniques can be practiced both safely 

and efficiently. 

Training and License: Persons operating X-ray equipment 

must be properly trained and licensed. Operators must be thoroughly 

trained in the safe use of the equipment. 

• Radiation Exposure: X-ray exposure should be 

limited in accordance with national and international 

standards. Radiation exposure levels of operators and 

other personnel should be monitored regularly. 

• Personal Protective Equipment: Appropriate 

personal protective equipment, e.g. lead apron and 

gloves, should be worn when using X-rays. This 

equipment should be regularly checked and 

maintained. 

• Area Safety: Areas where X-rays are used must be 

clearly marked and access controlled. The area should 

be organized and secured to minimize the risk of 

radiation exposure. 

• Radiation Leakage Control: X-ray equipment should 

be checked regularly and monitored for any radiation 

leaks. Devices and rooms should be regularly 

maintained to prevent leaks. 

• Pregnant Women and Children: Pregnant women 

and children should avoid exposure to X-rays. In 

particular, direct X-ray exposure of pregnant women 

should be avoided. 
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• Risk Assessment: A comprehensive risk assessment 

should be carried out for each X-ray application. This 

assessment helps to determine the radiation risks to 

workers and others. 

• Legal and Ethical Rules: All legal regulations and 

ethical rules regarding the use of X-rays must be 

followed. These codes include specific requirements 

for working with radiation. 

Regulations and Standards Applicable to Industrial X-ray 

Applications 

In industrial X-ray applications, there are various regulations 

and standards that set standards for worker health, environmental 

safety and public safety. 

▪ United States of America: 

o OSHA (Occupational Safety and Health Administration): 

Regulates occupational health and safety standards. 

o NRC (Nuclear Regulatory Commission): Oversees 

radiation safety and nuclear energy practices. 

▪ European Union: 

o EURATOM Directive: Sets nuclear energy and radiation 

safety standards in the European Union. 

o CE Marking: Industrial X-ray equipment must comply with 

CE marking requirements in the European Union. 

▪ International Standards: 

o IEC (International Electrotechnical Commission) 60601: Sets 

standards for the safety of electrical medical devices. 

o ISO (International Organization for Standardization) 14001: 

Sets international standards for environmental management 

systems. 
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▪ International Atomic Energy Agency (IAEA): Provides 

guidance on nuclear safety and radiation safety. 

▪ Country Specific Standards: Many countries establish 

national standards and regulations for their industrial X-ray 

applications. For example, Germany has the 

“Strahlenschutzverordnung” (Radiation Protection 

Ordinance). 

These regulations and standards play an important role in 

industrial X-ray applications in terms of occupational health and 

safety, environmental impacts and public safety. Compliance with 

these standards ensures the safe and effective use of X-ray 

techniques. Therefore, it is of utmost importance to keep up to date 

with these standards. 

Challenges in Industrial X-ray Applications 

Challenges in Achieving High Quality Images 

Achieving high quality images in industrial X-ray applications 

can face several challenges. These challenges can affect the accuracy 

and clarity of imaging results. 

Density and Shape of the Object: 

o Dense Materials: Dense objects absorb X-rays at a high rate, 

making it difficult for X-rays to penetrate deeply. Especially in dense 

materials, such as thick metal parts, it can be difficult to see the 

internal structure clearly. 

o Shape and Size of the Object: Objects with complex shapes 

or thin structures can complicate the imaging process. In such 

objects, clear visualization of the internal structure may be difficult. 

Surface Defects and Contrast Issues: 
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o Surface Imperfections: Imperfections or irregularities on 

the surface of objects can reduce contrast in X-ray images. This can 

make it difficult to detect internal defects or details. 

o Loss of Contrast: Transition zones between different 

materials may experience loss of contrast, which can prevent 

accurate visualization of the internal structure. 

Radiation Attenuation and Scattering: 

o Attenuation and Scattering: X-rays attenuate and scatter as 

they pass through objects. In thick or dense materials, these 

phenomena can make it difficult to accurately image the internal 

structure. 

Equipment Performance: 

o Equipment Quality: The resolution, sensitivity and detector 

characteristics of X-ray equipment directly affect image quality. Old 

or low-quality equipment can make it difficult to obtain high-quality 

images. 

Correct Settings and Technical Knowledge: 

o Technical Knowledge: The correct settings of the X-ray 

machine must be made. Correct setting of parameters such as 

voltage, current and exposure time is essential for obtaining quality 

images. 

Moving Objects: 

o Motion Problems: Movement of the object during the 

examination may cause blurring and loss of detail in the image. 
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X-ray Penetration in Different Materials: 

 The passage of X-rays through different materials varies 

depending on the type and properties of the material: 

1. Dense Materials: Dense materials, such as metal alloys, 

absorb X-rays to a high degree. This can make it 

difficult for X-rays to penetrate deeply and prevent 

accurate viewing of the internal structure of thick metal 

parts. 

2. Low-Density Materials: Low-density materials, such 

as plastic or wood, absorb X-rays less. Examining the 

internal structure of these materials can be difficult 

because X-rays can pass through them quickly. 

3. Mixed Materials: The presence of materials with 

different densities in an object can cause the X-ray to 

lose contrast in these transition regions. This can make 

it difficult to accurately view the internal structure. 

4. Thick Materials: In very thick materials, it is difficult 

for X-rays to penetrate deeply. Sufficient penetrating 

power may be required to see the internal structure or 

defects at deep points. 

5. Surface Coatings and Contaminants: Coatings, paints 

or contaminants on the surface of the material can 

adversely affect X-ray penetration. This can prevent 

accurate visualization of the internal structure of the 

object. 
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To meet these challenges, it is important to select the 

appropriate equipment and work under the supervision of operators 

with the right technical knowledge and experience. In addition, 

continuous quality control and calibration processes can help to 

obtain high-quality X-ray images. 

Future Developments 

Recent Developments in Industrial X-ray Technologies 

Industrial X-ray technologies are constantly being improved 

and are expected to offer many more innovative features and 

applications in the future. Recent developments in this field include: 

Digital Imaging Technologies: 

o Digital Detectors: The transition from traditional film-based 

systems to digital detectors allows faster and more sensitive images 

to be obtained. Digital detectors provide clearer and more accurate 

images. 

o High Resolution: New generation digital detectors offer 

higher resolution and can better detect smaller defects and details. 

Artificial Intelligence and Data Analysis: 

o Machine Learning and Data Analysis: Artificial intelligence-

supported systems can automatically identify and analyze defects in 

X-ray images. This reduces human errors and shortens inspection 

times. 

o Automated Decision-Making Systems: These systems 

quickly evaluate inspection results and provide rapid feedback to 

optimize production processes. 
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3D Imaging and Tomography: 

o High-Speed 3D Tomography: Faster and more sensitive 3D 

tomography techniques will make it possible to examine the internal 

structure of objects in detail. 

o Portable 3D Tomography Systems: Portable 3D tomography 

systems offer flexible solutions for field work and mobile production 

lines. 

Advanced Material Identification: 

o Spectral Imaging: Ability to analyze the composition and 

properties of materials in more detail using X-rays at different 

energy levels. 

o Spectral Differentiation: Using spectral differentiation 

techniques to distinguish similar-looking materials provides more 

accurate results. 

Environmentally Friendly Technologies: 

o Lower Radiation Doses: New X-ray devices operate at lower 

radiation doses, improving safety for both operators and the 

environment. 

o Energy Efficiency: Industrial X-ray devices are becoming 

more energy efficient, reducing operating costs and environmental 

impacts. 

These developments will enable industrial X-ray technologies 

to become more accurate, faster, and more reliable. This will 

improve quality control processes, increase production efficiency, 

and raise safety standards. 
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New Methods and Applications 

Some exciting new methods and applications are expected in 

the future of industrial X-ray technologies. Technological advances 

and research may bring about innovations in X-ray inspection 

methods, such as the following. These developments will enable 

industrial X-ray technologies to offer a wider range of applications 

and perform more precise inspections. This will help optimize 

manufacturing processes, improve quality control, and support the 

design of new materials. 

1. Nanotechnology and Microscopic Level 

Investigations: X-ray microscopes can provide the 

opportunity to perform atomic and molecular level 

investigations in the field of nanotechnology. This can 

play a critical role in the development and production 

of new materials. 

2. Fast and Real-Time Imaging: Advanced X-ray devices 

provide real-time quality control on the production line 

thanks to fast scanning and imaging techniques. This 

offers the opportunity for immediate intervention in 

production processes. 

3. Spectrometric Analysis and Chemical 

Characterization: Advanced spectrometric analysis 

methods can determine the chemical composition and 

properties of materials in more detail using X-rays. 

This can be useful in improving the quality and 

performance of industrial materials. 
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4. High-Resolution 3D Imaging and Tomography: 

Higher-resolution 3D imaging and tomography 

techniques offer the opportunity to examine complex 

structures in more detail. 

5. Flexible Electronics and Soft Materials Examination: 

Industrial X-ray techniques can improve the ability to 

examine the internal structure of soft materials, such as 

flexible electronic devices and biomedical 

applications. 

6. Analysis of Environmentally Friendly Materials: X-ray 

analysis can support sustainable material development 

processes by more precisely determining the 

components and properties of environmentally friendly 

materials.  

7. AI-Based Analysis: AI and machine learning can 

develop more sophisticated methods for analyzing X-

ray images. This can be used to automatically identify 

and classify objects and defects. 

Conclusion 

X-rays are a critical tool in many fields such as materials 

science, quality control, security, archaeology and environmental 

sciences due to their wide range of applications and precise analysis 

capabilities in industrial applications. With technological 

developments, the capabilities of X-ray technologies are constantly 

expanding and new application areas are emerging. These 

developments make industrial processes more efficient and reliable, 

and also support environmental and cultural protection efforts. In 
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this study; information is given about the properties of X-rays, their 

importance in industry, industrial X-ray imaging, areas of use of X-

ray imaging techniques, use of X-ray tomography in industrial 

applications, industrial X-ray analysis, use of X-ray techniques for 

composition analysis of materials, industrial X-ray safety and 

regulations, challenges encountered in industrial X-ray applications 

and future developments. 
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correlationplus program: past and future perspectives 
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Introduction 

Proteins are macromolecules that play a vital role in the 

functioning of living things. Recently developed algorithms such as 

Alphafold (Jumper et al., 2021) and Rosettafold (Baek et al., 2021) 

have revolutionized the fields of biophysics, biochemistry and 

molecular biology in determining the protein structure just from the 

amino acid sequences. Thanks to these methods, three-dimensional 

structure of a protein can be determined within minutes with a high 

accuracy. In addition, databases like the Alphafold Database (Varadi 

et al., 2022) and ESM Metagenomic Atlas (Lin et al., 2023) are 
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crucial because they provide already computed static structures of 

almost all proteome of many organisms.  

As a result of deep learning algorithms and the databases 

generated from them, it is evident that finding relevant protein 

structures has become much easier. However, it is a known fact that 

proteins are not just static structures and they are dynamic. Dynamic 

nature of proteins can be explored with experimental method like 

nuclear magnetic resonance spectroscopy (Sekhar & Kay, 2019), and 

more recently with cryo-electron microscopy (Tsai, Wu, & Ho, 

2022). In addition to the experimental methods, computational 

approaches such as normal mode analysis (NMA) based on elastic 

network models (ENMs) (Cui & Bahar, 2006) and molecular 

dynamics (MD) simulations (Karplus & McCammon, 2002) have 

also been developed to understand protein dynamics. Using these 

computational methods, the movements of proteins and the 

relationships between these movements and protein function can be 

investigated.  

ENMs are powerful computational tools used in the study of 

protein dynamics, offering significant insights into the structural and 

functional behavior of proteins (Tirion, 1996). These models 

simplify the complex interactions within proteins by representing 

them as networks of nodes (typically corresponding to the C-alpha 

atoms of amino acids) interconnected by springs that simulate elastic 

forces. This coarse-grained approach allows researchers to 

efficiently analyze global motions and collective dynamics without 

the computational burden associated with detailed all-atom 

molecular dynamics simulations (Atilgan et al., 2001; Bahar, 

Atilgan, & Erman, 1997). 
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One of the key advantages of ENMs is their ability to predict 

large-scale conformational changes and allosteric effects based 

solely on structural information. By employing NMA, ENMs can 

identify low-frequency vibrational modes that correspond to 

significant collective motions within the protein structure. This 

capability has been particularly useful in understanding mechanisms 

of allosteric regulation, where changes in one part of a protein affect 

its activity at a distant site. For example, studies have demonstrated 

how variations in model parameters, such as distance cutoffs and 

stiffness, can influence predictions about protein dynamics and 

allostery, highlighting the importance of optimizing these 

parameters for accurate modeling (Dubanevics & McLeish, 2022). 

Recent applications of ENMs extend beyond traditional 

protein dynamics studies to include investigations into protein 

unfolding pathways and mechanical properties. Research utilizing 

Gaussian Network Models (GNMs), a specific type of ENM (Bahar 

et al., 1997), has revealed insights into how proteins unfold under 

various conditions, such as thermal stress or external forces. These 

studies indicate that unfolding typically initiates in regions of high 

shear within the protein structure and propagates to areas of lower 

shear, providing a clearer picture of the unfolding mechanism 

(Kumar & Dutta, 2024). Furthermore, ENMs have proven valuable 

in analyzing diverse biological systems, including membranes, 

(Lezon, Shrivastava, Yang, & Bahar, 2009), ribosomal complexes 

(Wang, Rader, Bahar, & Jernigan, 2004) and viral capsids (Tama & 

Brooks, 2005) demonstrating their versatility across different protein 

families and functions.  
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In short, ENMs serve as an essential framework for exploring 

the dynamics of proteins, bridging the gap between structure and 

function. Their ability to provide rapid predictions about protein 

behavior at a low computational cost makes them an invaluable tool 

in structural biology and biophysics research. Despite their coarse-

grained resolution, they provide valuable information about residue 

correlations within a protein as well. 

Molecular dynamics (MD) simulations are one of the 

cornerstones in the study of protein dynamics. These simulations 

allow researchers to model time-dependent behavior of proteins at 

an atomic level by solving Newton's equations of motion 

interatively. Since their inception in the early 1980s, MD simulations 

have evolved significantly, enabling detailed investigations into 

protein folding, conformational changes, and interactions with 

ligands and other biomolecules (Salsbury, 2010; Sinha, Tam, & 

Wang, 2022). The ability to simulate molecular systems over time 

scales from nanoseconds to microseconds has provided insights into 

the dynamic nature of proteins that are often inaccessible through 

experimental methods alone. 

One of the primary applications of MD simulations in protein 

dynamics research is the exploration of conformational changes 

associated with protein function. For instance, studies have shown 

how ligand binding can induce significant structural changes in 

proteins, affecting their activity and stability (Sinha et al., 2022). By 

analyzing the trajectories generated from MD simulations, 

researchers can identify key residues involved in these 

conformational transitions and elucidate the mechanisms behind 

allostery—where a change in one part of a protein influences another 
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part, often critical for enzymatic activity. This understanding is 

crucial for drug design, as it allows for the identification of potential 

binding sites and the prediction of how drugs might alter protein 

dynamics. 

Moreover, advancements in computational power and 

algorithms have facilitated the simulation of larger and more 

complex systems, including multi-protein complexes and membrane 

proteins and even whole cells (Perilla et al., 2015; Stevens et al., 

2023). Modern MD simulations can handle systems upto billions of 

atoms, providing a comprehensive view of molecular interactions 

within biological environments (Dommer et al., 2023). The use of 

various force fields, such as CHARMM (MacKerell et al., 1998), 

OPLS (Kaminski, Friesner, Tirado-Rives, & Jorgensen, 2001) and 

AMBER (Lindorff-Larsen et al., 2010), allows researchers to tailor 

simulations to specific types of proteins or conditions, enhancing the 

accuracy and relevance of the results. Additionally, combining MD 

simulations with experimental data has proven effective in validating 

findings and refining models, further bridging the gap between 

computational predictions and biological reality (Chan, Trabuco, 

Schreiner, & Schulten, 2012). 

In summary, molecular dynamics simulations are an 

invaluable tool for investigating protein dynamics. They enable 

researchers to visualize and analyze the intricate motions that 

underlie protein function and interactions. As computational 

techniques continue to advance, MD simulations will likely play an 

even more significant role in understanding complex biological 

processes at a molecular level.  
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In addition to various utilization of MD simulations, they can 

be used to investigate dynamical correlations of proteins a well. 

Understanding coupled/correlated motions within proteins or protein 

complexes from MD trajectories is essential to find key residues that 

play various functions in allostery, ligation and conformational 

transitions. There are two types dynamical correlations that can be 

calculated from MD trajectories: Dynamical cross-correlations 

(Ichiye & Karplus, 1991) and linear mutual information (Lange & 

Grubmuller, 2006). Both of them are widely employed to investigate 

impact of ligand binding, mutational effects and allosteric effects. 

These quantities are also used to build graphs/networks to identify 

key residues in a single protein or a protein complex.  

There are several packages that calculate dynamical cross-

correlations and related network-based quantities from MD 

simulation trajectories. A recent review summarizes the state-of-the-

art in this field (Yehorova, Di Geronimo, Robinson, Kasson, & 

Kamerlin, 2024). In this work, we will only focus on correlationplus 

and provide details on its past usage and future potential for 

analyzing molecular dynamics trajectories (Tekpinar, Neron, & 

Delarue, 2021).   

How to employ correlationplus program using molecular 

dynamics trajectories 

Correlationplus program is a versatile program with four main 

modules and an auxillary module, all written in Python programming 

language. Below, name, function and usage of each module will be 

explained. I’ll assume that the enduser has a reference pdb file and a 

trajectory file for the rest of the text. In addition, periodic boundary 

wrapping of the trajectory must have already been performed.  
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Figure 1: Workflow of correlation calculations with 

correlationplus is a four-step process. Only normalized linear 

mutual information is used in this example but the workflow can be 

repeated by replacing nlmi with ndcc as well.  

1. calculate: This module calculates two dynamical 

correlation metrics: linear mutual information (lmi) 

and dynamical cross-correlation (dcc). Type of the 

target correlation can be selected with ‘-t nlmi’ or ‘-t 

ndcc’. The lowercase n before lmi or dcc indicate that 

the output should be normalized. Normalized lmi 

(nlmi) is in the range of [0, 1], while ndcc is between 

[-1, 1]. The most important output of this module is a 

symmetric matrix in plain text format (See Step 1 in 

Figure 1).  

2. visualize: After a correlation matrix is calculated, it is 

necessary to visualize it. The visualization in 2D as a 
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heatmap and projection of the correlations onto the 

protein structure can be obtained with visualize 

module. When projecting the correlations onto protein 

structure, distance and correlation values can be 

restrained. For example, if you want to visualize the 

correlations higher than 0.750 between amino acids 

that have a pairwise distance of 15.0 Å or more, you 

should add ‘-d 15 -v 0.750’ parameters while running 

this module.  This module generates protein projection 

output scripts for Pymol (Schrodinger, 2010) and 

VMD (Humphrey, Dalke, & Schulten, 1996) protein 

visualization programs (See Step 2 in Figure 1).  

3. analyze: This module aims to build a graph by 

assuming that Calpha atoms constitute the nodes and 

the dynamical correlations are weights of the edges 

between the nodes. NetworkX Python module was 

used to build and analyze the graph in correlationplus 

(Hagberg, Schult, & Swart, 2008). The edges between 

low correlation nodes can be eliminated by adding a 

minimum cutoff value. For example, using ‘-v 0.3’ will 

assume that the nodes with correlation values lower 

than 0.3 are not interacting with each other, and 

therefore, there will not be any edges between them. 

Furthermore, a distance cutoff beyond which residues 

are assumed to be not interacting can be implemented 

with “‘-d 100” argument (Please note that the distance 

unit is Angstrom here). After the graph is created, 

several centrality metrics such as betweenness, 
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closeness, current_flow_betweenness, 

current_flow_closeness (underscores between the 

words cannot be omitted) and eigenvector centralities 

can be calculated. Even though it has not been tested 

on large datasets, a simple community detection 

algorithm was also implemented and it can be called 

with the additional “-c community” option. Some 

previous algorithms used some intermediate steps 

between graph construction and centrality calculations. 

For instance, the nodes that are not within a certain 

distance during 75% of the trajectory were assumed not 

to be interacting and the edges between them were 

removed (Sethi, Eargle, Black, & Luthey-Schulten, 

2009). The author of this work believes that this kind 

of restrictions prevent to investigate large scale 

conformational transitions with dynamical network 

approaches and therefore, they have not been 

implemented in correlationplus by default. Another 

important point is consistency of the centralities across 

replicas of molecular dynamics trajectories. The 

author’s experience shows that current flow 

betweenness, current flow closeness and eigenvector 

centralities are typically more consistent across 

different MD replicas compared to plain betweenness 

and closeness (See Step 3 in Figure 1 as an example 

command).  

4. paths: correlationplus can calculate shortest paths 

between two sites of a protein with this module. A 
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source residue (such as A79: 79th residue in chain A) 

and a target residue (such as A269: 269th residue in 

chain A) have to be specified for path calculation.  

Paths between active, allosteric, mutant or ligated sites 

can be investigated depending on the biological 

problem at hand. Number of paths to be generated can 

be specified with “-n” option. The user can denote 

maximal length beyond which pairwise interactions 

will be considered as zero with “-d” parameter. If the 

interactions beyond 100 Å are considered to be zero, it 

can be specified as “-d 100” as exemplified in Step 4 

of Figure 1.   

5. diffMap: Sometimes, it is necessary to subtract two 

correlation matrices to see impact of a mutation, ligand 

binding, pH or temperature changes. diffMap is an 

auxillary module that help to perform this operation 

and generate difference heatmaps.  

Use Cases of Correlationplus Program 

Correlationplus have been downloaded over 9000 times 

according to conda data as of November 2024. It has been cited about 

30 times as of writing of this text according to Scopus. The usage of 

it covered a wide range of research from mutational effect 

investigation to enzyme optimization. Here, I provide a group of 

papers utilizing correlationplus in various contexts: 

1. Understanding Protein Dynamics: 

Several studies analyze the dynamical correlations between 

residues in proteins to understand their functional mechanisms. For 
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example, a paper by Gao et al. employs dynamic cross-correlation 

network analysis to engineer a halide methyltransferase, highlighting 

how residue interactions impact protein function and stability (Gao 

et al., 2024). As a result of dynamic cross-correlation network 

analysis, the authors claim an 82‐fold increase of enzyme efficiency 

as compared to the wild‐type (WT).  

2. Allosteric Regulation: 

Dynamical correlations are crucial for studying allosteric 

inhibition and regulation in proteins. In a research by Roy et al., the 

authors investigated distinct binding pockets and protomer 

preferences in the AcrB efflux pump, emphasizing how dynamical 

correlations inform allosteric mechanisms (Roy, Bera, & Patra, 

2024).  

3. Structural and Functional Insights: 

Some studies use dynamical correlations to derive structural 

and functional insights into protein interactions and mutations. The 

study by Banerjee et al. examines mutations affecting the dynamics 

of specific loops in proteins, revealing how these changes correlate 

with functional outcomes (Banerjee, Rath, Darji, & Mandal, 2023). 

4. Engineering and Design: 

Dynamical correlations are applied in engineering new 

proteins or modifying existing ones for enhanced functionality. A 

research by Yang et al.  discusses how engineering key loops can 

modulate catalytic activity and thermostability through an 

understanding of dynamic residue interactions (Yang et al., 2023). 
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The work of Gao et al. can also be classified under this category as 

well (Gao et al., 2024).  

5. Disease Mechanisms: 

Some studies focus on disease-related mechanisms by 

analyzing dynamical correlations in mutated proteins or during 

pathogen interactions. For example, Mandal and Rath evaluate spike 

protein interactions with ACE2 variants, providing insights into how 

temperature changes affects the dynamical correlations and 

eventually how they influence viral infectivity of various mutants 

(Mandal & Rath, 2023). Another paper by Chong et al. analyze free 

energy and dynamic cross-correlations of residues in the context of 

antibody-receptor binding affinities for SARS-CoV-2 (Chong, 

Saparpakorn, Sangma, Lee, & Hannongbua, 2023). The authors use 

elastic network model, and therefore a single pdb file, to build 

dynamical cross-correlation maps with correlationplus. This 

approach uses cross-correlations and residue energy to explain the 

weakening of binding upon mutations in the RBD.  

In conclusion, the utilization of correlationplus in these studies 

highlights it as a powerful tool for elucidating protein function, 

understanding allosteric mechanisms, guiding engineering efforts, 

and investigating disease-related dynamics through comprehensive 

molecular analyses. 

Future Perspectives and Conclusions 

Correlationplus program was designed to employ both elastic 

network models and molecular dynamics trajectories. Therefore, 

only Calpha representation of amino acids are used due to this design 

principle. However, this can be a limitation for molecular dynamics 
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simulation data, which contain mostly all atoms of a system. For 

example, side-chain correlations obtained from MD simulations can 

also be important (Taddese, Garnier, Abdi, Henrion, & Chabbert, 

2020). Giving the user to select representative atoms is a possible 

avenue for further development of correlationplus.  

An important problem in protein science when calculating 

position dependent quantities is impact of structural alignment on the 

derived quantity (Karplus & Ichiye, 1996; Zhou, Cook, & Karplus, 

2000). Dynamical cross-correlations are also position dependent 

quantities. Therefore, observed correlations between amino acids 

pairs will be sensitive to the aligned regions. In correlationplus, the 

first frame is selected as the reference structure and entire protein 

structure is aligned to Calpha representation of the protein before all 

correlations are calculated. However, using distance correlations 

instead of position-dependent correlations may overcome the 

alignment problem completely. Therefore, implementation of 

distance correlations can be useful for the protein dynamics 

community.   

Another exciting development avenue is to include other 

biomolecules such as lipids (Westerlund, Fleetwood, Perez-Conesa, 

& Delemotte, 2020), DNA and RNA in the correlation analysis 

(Kasahara, Fukuda, & Nakamura, 2014). This can be quite beneficial 

to undestand role of lipids and DNA/RNA in allosteric signal 

transfer.  

Correlationplus can be installed with two popular installation 

systems: pip and conda. In addition, it is possible to run it without 

installation using docker. Despite these efforts to make 
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correlationplus easy-to-install and easy-to-use, it is still a command 

driven program. Installation of the program, in particular in 

Windows operating system, can still be a challenge due to numerous 

reasons. Moreover, commandline programs may not be the first 

choise of experimental biology, biochemistry and biophysics 

communities, which could benefit significantly from such tools. As 

a result, removing the installation barrier with approaches like 

Google Colab or web servers can enhance its usability. Providing 

interactive plots and protein projections instead of static png images 

can help the users to quickly build hypothesis on impact of 

dynamics. As a result, building an iteractive web interface 

constitutes a major improvement target for correlationplus. Another 

option to enhance correlationplus visualizations is to integrate it with 

common protein visualization software like VMD, Pymol or 

ChimeraX (Goddard et al., 2018).   

To summarize, correlationplus has been used for various 

purposes from enzyme design to allosteric interaction investigations. 

Considering abundant availability of protein structures due to deep 

learning algorithms, protein dynamics investigations will also 

increase. Therefore, programs like correlationplus will be needed 

more and more. Implementation of methodical and graphical 

improvements in correlationplus will serve a better understanding of 

protein dynamics.  
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CHAPTER IV 

 

 

Investigation of the Physical Properties of HfC 

Material Using DFT-Based Simulation Method 
 

 

Cengiz SOYKAN1 

 

Introduction 

Scientific and engineering studies focus on solving problems 

that require understanding the structural and mechanical properties 

of materials. Materials science has made significant progress in 

industrial applications through the accurate prediction and 

optimization of these properties. Traditional experimental methods 

may fall short due to high costs, long durations, and, in some cases, 

limited accuracy. Therefore, theoretical and computational methods, 

especially Density Functional Theory (DFT) and first-principles 

methods, are increasingly being preferred. 

DFT and first-principles methods allow the calculation of 

atomic and electronic structures based on fundamental physical 

principles. These approaches reduce dependence on experimental 
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data while offering high accuracy and predictive capability. DFT-

based simulations on crystal structures not only perform structural 

optimization derived from the material's symmetry but also examine 

energy stability and electronic states in detail. Furthermore, the 

calculation of mechanical properties (such as elastic moduli, bulk 

modulus, and shear modulus) provides critical information for 

assessing the suitability of materials for engineering applications 

(Sholl & Steckel, 2009). 

In this section, the structural and mechanical properties of the 

HfC crystal structure will be calculated using DFT and first-

principles methods. First, the lattice constants (a, b, c Å) and volume 

(Å³) of the crystal material will be obtained. Then, based on the 

calculated structural properties, the elastic constants (Cij), bulk 

modulus (B), shear modulus (G), Young's modulus (E), and 

Poisson’s ratio (v) of the crystal phase will be determined. In the 

results section, all calculated data will be compared with other 

theoretical and experimental studies for evaluation. The role of these 

methods in material design, providing atomic-level accuracy, and 

their contributions to engineering solutions will be discussed. 

Transition metal carbides stand out as an important class of 

materials in applications requiring high temperature, hardness, and 

chemical stability. Among these materials, HfC (Hafnium Carbide) 

is at the center of both academic and industrial research due to its 

extraordinary physical properties. HfC is known for its high melting 

point (~3890 °C), hardness, and oxidation resistance at high 

temperatures. These properties make it especially suitable for use in 

the aerospace industry, in heat shields for hypersonic vehicles, and 

in high-temperature applications. 

The physical properties of the HfC crystal structure, while 

exhibiting the typical characteristics of transition metal carbides, 
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offer unique advantages due to the large atomic weight of the 

hafnium atom combined with its carbide structure. The high elastic 

modulus enhances mechanical stability, while its low density allows 

for lightweight materials. Furthermore, its superior electrical and 

thermal conductivity makes it attractive for electronic and energy 

applications. In addition to these properties, advancements in the 

methods used to produce HfC ensure that the material can be applied 

in a broader range of fields. However, simulation-based studies 

conducted before transitioning to experimental processes or 

production provide a low-cost tool for better understanding or 

improving the material's physical properties compared to 

experimental methods. 

Numerous theoretical and experimental studies have been 

conducted on the structural and mechanical properties of HfC 

crystals. Recent studies published in the literature are listed in Tables 

1, 2, and 3 to be compared with our results (Zaoui et al., 2005; Rogl 

et al., 1977; Feng et al., 2011; Singh et al., 2008; Krasnenko et al., 

2014; Nartowski et al., 1999; Wu et al., 2005; Krajewski et al., 1998; 

Isaev et al., 2007; Yang et al., 2012). 

HfC has a halite (rock salt) structure and crystallizes in the 

cubic Fm-3m space group. Hf⁺⁴ is bonded to six equivalent C⁻⁴ 

atoms, forming a mixture of edge- and corner-sharing HfC₆ 

octahedra. The corner-sharing octahedra are not tilted. C⁻⁴, in turn, 

is bonded to six equivalent Hf⁺⁴ atoms, forming a mixture of edge- 

and corner-sharing CHf₆ octahedra. 

In this section, the structural and mechanical properties of the 

HfC crystal will be discussed in detail. The crystal structure, bonding 

characteristics, and mechanical durability will be examined. Our 

results will be compared with previous theoretical and experimental 

studies to analyze consistencies and discrepancies. Additionally, the 



 

--79-- 

 

potential of this material in advanced technology applications will 

be evaluated. 

2. Method 

In this study, first-principles calculations were performed to 

calculate the structural and mechanical properties of HfC. The 

calculations were carried out using the CASTEP software with 

Density Functional Theory (DFT) (Clark et al., 2005; Kresse et al., 

1996; Kresse et al., 1996; Kresse et al., 1994). The exchange-

correlation functional was considered using the generalized gradient 

approximation (GGA-PBE) functional approach (Perdew et al., 

1996). This approach is commonly used for accurately modeling the 

electronic structure of transition metal borides. 

The structural properties of HfC were optimized according 

to the criteria of energy tolerance of 10⁻⁵ eV/atom, maximum force 

of 0.03 eV/Å, and maximum displacement of 0.001 Å (Fischer et al., 

1992). To ensure the accuracy of the calculations, an energy cutoff 

value of 650 eV was chosen. This energy value enhances the 

accuracy of the crystal structure parameters, ensuring the reliability 

of the calculations. 

The k-point distribution in the Brillouin zone was set to 

12x12x12 (Monkhorst et al., 1976). This k-point density balanced 

the speed and accuracy of the calculations, ensuring the correct 

determination of the structural parameters of HfC. As a result of the 

structural optimizations, the lattice constants (a, b, c, Å) and volume 

(V, Å³) of HfC were obtained. Additionally, the energy minimization 

of ZrB₂ was performed, and the lowest energy configuration was 

determined. 

The mechanical properties, including the elastic constants 

(Cij), bulk modulus (B), shear modulus (G), Young's modulus (E), 
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and Poisson's ratio (𝑣) of HfC, have been calculated. The elastic 

constants were determined by applying homogeneous deformations 

and using the resulting stress-strain relationships. Specifically, the 

strain-stress method used for calculating the elastic constants is an 

ideal technique for accurately reflecting the material's mechanical 

strength and elastic properties. 

The bulk modulus and shear modulus calculations were 

performed using the Voigt-Reuss-Hill (VRH) approximation. This 

approach increased the accuracy of the elastic constants and 

mechanical moduli, allowing for a comprehensive study of the 

mechanical strength of HfC. As a result of these calculations, 

information was obtained about the material's compressibility and 

resistance to deformation. 

3. Results 

The structural and mechanical properties of cubic HfC were 

investigated using Density Functional Theory (DFT) calculations 

with the Generalized Gradient Approximation (GGA) and the 

Perdew-Burke-Ernzerhof (PBE) functional. Additionally, the 

significance of these properties for high-stress applications was 

evaluated, and the consistency with previous experimental and 

theoretical studies was discussed. The results are presented below. 

The crystal structure of cubic HfC, as shown in Figure 1, 

exhibits a well-ordered arrangement where hafnium (Hf) atoms are 

located at the corners and face centers, while carbon (C) atoms are 

positioned at the edge centers and the center of the structure. This 

configuration is characterized by the Fm-3m space group symmetry. 
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Figure 1: Crystal structure of cubic HfC. 

Table 1: Lattice parameters of cubic HfC. 

Cry.  Lattice constants (𝐴0),  

a, b, c 

Volume 

(𝐴3) 

Ref. 

 

 

 

HfC 

Teo. 4.656   4.656   4.656 100.934 This work 

Teo. 4.715   4.715   4.715 104.943 Krasnenko 

Teo. 4.657   4.657   4.657 100.999 Zaoui 

Teo. 4.708   4.708   4.708 104.354 Feng 

Teo. 4.708   4.708   4.708 104.354 Yang  

Teo. 4.651   4.651   4.651 100.610 Isaev 

Exp. 4.640   4.640   4.640 99.897 Rogl 

Exp. 4.639   4.639   4.639 99.833 Nartowski 

Exp. 4.640   4.640   4.640 99.897 Wu 
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The calculated lattice parameters and unit cell volume for 

HfC are presented in Table 1 and compared with previous theoretical 

and experimental studies. In this study, the obtained lattice constants 

(a = b = c = 4.656 Å) and volume (V = 100.934 Å³) are largely 

consistent with other theoretical studies lattice constants; 4.651–

4.715 Å, volume; 100.610–104.943 Å³ and are closer to 

experimental results (4.639–4.640 Å; 99.833–99.897 Å³) compared 

to other theoretical calculations, which supports the reliability of our 

calculations. However, each calculation may show slight variations 

depending on the methodology and initial conditions used. This 

highlights how the accuracy of calculations is influenced by the 

chosen theory and parameters. 

Discrepancies between theoretical and experimental results 

may arise from factors such as computational methods, experimental 

conditions, temperature and thermal expansion, crystal defects, and 

material preparation techniques. While theoretical studies assume 

ideal crystal structures, impurities and defects in experimental 

samples can lead to these differences. However, despite these 

imperfections, the fact that the results fall within acceptable limits is 

evidence of the reliability of the theoretical and computational 

techniques. 

Table 2: Elastic constants Cij of cubic HfC. 

Cry.  𝑪𝟏𝟏 𝑪𝟏𝟐 𝑪𝟒𝟒  Ref. 

 

 

 

HfC 

Teo. 469.856 95.799 180.936 This work  

Teo. 507.100 103.000 164.800 Krasnenko 

Teo.   152.000 Zaoui 

Exp. 500.000  180.000 Feng 

Exp.  105.000  Singh 
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Elastic constants are an effective tool for understanding the 

mechanical behavior of materials. In particular, whether a crystal 

structure is mechanically stable can be evaluated by calculating its 

elastic constants. The necessary and sufficient mathematical 

conditions for a crystal system to be mechanically stable are as 

follows (Mouhat et al., 2014): 

• The Cij matrix must be positive definite. 

• All eigenvalues of the Cij matrix must be positive. 

• The Sylvester criterion must be satisfied. 

• All the principal minors of the Cij matrix must be 

positive. 

These criteria ensure the mechanical stability of the material under 

mechanical stress. For cubic crystal systems, only three independent 

elastic constants, C11, C12, and C44, are available. The mechanical 

stability criteria for cubic systems at 0 GPa are given below (Mouhat 

et al., 2014; Soykan, 2020). 

(𝐶11 − 𝐶12) > 0                                                 (1) 

 

𝐶11 > 0, 𝐶12 > 0, 𝐶44 > 0                               (2) 

 

𝐶11 + 2𝐶12 > 0                                                  (3) 

 

𝐶12 < 𝐵 < 𝐶11                                                  (4) 

Crystal systems that satisfy the following conditions for 

elastic constants are mechanically stable. When discussing the 

stability of a crystal system, it is not sufficient to merely have a 

minimum energy level. In some cases, there may be lower minimum 

energy levels as well. Therefore, when evaluating stability, it is 

essential to ensure that, in addition to structural stability, the 
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conditions for mechanical stability are also met. All of the calculated 

elastic constants satisfy the conditions C11 > 0, C12 > 0, and C44 > 0. 

Additionally, the value of (𝐶11 − 𝐶12) was calculated to be 374 GPa, 

satisfying the mechanical stability condition. Finally, the Bulk 

modulus, which we calculated as 220.485 GPa, is smaller than C11  

(469.856 GPa) and larger than C12 (95.799 GPa). As seen, all 

mechanical stability conditions are satisfied.  

In this study, the calculated elastic constants and other 

theoretical-experimental studies are listed in Table 2. The results 

obtained from our calculations are in agreement with both 

experimental and theoretical works, although there are some small 

differences. The C11 elastic constant, calculated as 409.856 GPa, is 

approximately 6.03% smaller than the experimental value from Feng 

et al. (Feng et al., 2011). Additionally, it is about 7.33% smaller than 

the value from Krasnenko's theoretical study (Krasnenko et al., 

2014). The calculated value of C12 (95.799 GPa) is approximately 

8.76% smaller than the experimental value from Singh et al. (Singh 

et al., 2008) and about 6.99% smaller than the theoretical value from 

Krasnenko et al. (Krasnenko et al., 2014). The calculated value of 

C44 (180.936 GPa) is identical to the experimental value from Feng 

et al. (Feng et al., 2011). Additionally, the results are approximately 

8.92% and 15.44% larger than the theoretical works of Krasnenko 

and Zaoui, respectively. Our results are in excellent agreement with 

the studies of Feng, Krasnenko, and Singh (the differences between 

the values calculated using different methods for the elastic 

constants are acceptable, with differences up to about 20%). The 

largest discrepancy is with the result from Zaoui et al. (Zaoui et al., 

2005). The reason for this is that Zaoui performed their calculations 

using the LDA approach, while we used the GGA approach. The 

GGA approach takes into account the variation of electron density, 
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whereas the LDA approach calculates based on a constant electron 

density. Therefore, the results obtained with the GGA approach are 

closer to the natural state. The validity of this is evidenced by the 

fact that our results match exactly with the experimental study by 

Feng. Focusing on Table 2, there is approximately a 15.55% 

difference between the results of Feng and Zaoui (Feng et al., 2011; 

Zaoui et al., 2005). This result demonstrates that the GGA approach 

is more successful than the LDA approach in calculating elastic 

constants. 

Table 3: Calculated Bulk Modulus (B), Shear Modulus (G), 

Young's Modulus (E), and Poisson's ratio (ν) for Cubic HfC. 

Mate. 

P 

(GPa) 

 𝑩 𝑮 𝑬 𝝊 Ref. 

 

 

 

 

HfC 

Teo. 220.485 183.349 430.669 0.174 This work  

Teo. 237.700    Krasnenko 

Teo. 233.000    Feng 

Teo. 247.000 181.00 437.00 0.205 Yang 

Teo. 238.000    Isaev 

Exp. 263.000    Nartowski 

Exp.   430.000 0.180 Krajewski 

Based on the DFT theory and simulations performed using 

the CASTEP code, the elastic constants and the bulk modulus (B), 

shear modulus (G), and Young's modulus (E) calculated using the 

Voigt-Reuss-Hill (VRH) approach provide further insights into the 

material's mechanical behavior. As shown in Table 3 above, the 

mechanical properties of cubic HfC emphasize the material's high 

hardness and rigidity. 

In this study, the calculated elastic moduli are: Bulk modulus 

B = 220.485 GPa, Shear modulus G = 183.349 GPa, Young's 
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modulus E = 430.669 GPa, and Poisson's ratio ν = 0.174. The 

calculated Bulk modulus (B) value of 220.485 GPa is in excellent 

agreement with other theoretical studies (Krasnenko et al., 2014; 

Feng et al., 2011; Yang et al., 2012; Isaev et al., 2007). 

However, the Bulk modulus (B) calculated in this study is 

approximately 16.2% smaller than the value reported in Nartowski's 

experimental work (Nartowski et al., 1999). The Shear modulus (G), 

calculated as 183.349 GPa, is in excellent agreement with Yang's 

theoretical work (Yang et al., 2012). The Young's modulus (E), 

calculated as 430.669 GPa, is identical to the value reported in 

Krajewski's experimental work (Krajewski et al., 1998) and only 

about 1.44% smaller than the value from Yang's theoretical work 

(Yang et al., 2012). 

Finally, the Poisson ratio, calculated as 0.174, is only 3.33% 

smaller than the value reported in Krajewski's experimental work 

(Krajewski et al., 1998). Additionally, there is approximately a 

15.12% difference with Yang's theoretical work (Yang et al., 2012). 

In Yang's theoretical study, the Vanderbilt ultrasoft pseudopotential 

was used, whereas in our work, the OTFG norm-conserving 

pseudopotential was preferred. The reason for this choice is that 

while the OTFG norm-conserving pseudopotentials require higher 

computational clusters in terms of computational load, they provide 

higher accuracy and precision. The norm-conservation principle is 

strictly applied, ensuring that the electron density norm is always 

kept constant, which enhances the accuracy. When more accurate 

results are required or in light atom systems, the norm-conserving 

pseudopotential is preferred. In contrast, Yang's calculations using 

the ultrasoft pseudopotential (USPP) relax the norm-conservation 

condition, allowing for smaller plane-wave-based calculations. This 

approach achieves a level of accuracy proportional to the reduced 
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computational load. While it yields reasonably accurate results, the 

absence of norm conservation introduces limitations in cases that 

demand very high precision. In this regard, the approximately 

38.89% difference between Yang's calculated Poisson ratio of 0.205 

and Krajewski's measured experimental value of 0.180 highlights the 

importance of potential selection. The difference in the Poisson ratio 

obtained through the norm-conserving pseudopotential is only about 

3.33%. Therefore, the agreement of our results with experimental 

studies is quite satisfactory. 

Poisson's ratio (ν) represents the ratio of deformation in one 

direction to the deformation in the perpendicular direction under 

stress. When the Poisson ratio is low, the material can be more 

brittle, whereas a higher Poisson ratio indicates that the material is 

more flexible and resilient. Materials with covalent bonding 

typically exhibit a small Poisson ratio (around ν = 0.1), while ionic 

materials have a Poisson ratio of 0.25 or higher. The Poisson ratio 

calculated for HfC in this study is 0.174, indicating that, although 

HfC is hard, it has a brittle structure. This suggests that under high 

pressure, instead of undergoing plastic deformation, HfC is more 

prone to cracking. 

The HfC material possesses high Bulk, Young, and Shear 

moduli, which indicates its strong mechanical strength. These 

properties make HfC suitable for industrial applications that require 

high hardness and abrasion resistance, especially in environments 

with high temperatures and abrasive conditions, such as cutting 

tools, fusion reactors, and rocket engines. However, its low 

Poisson’s ratio (0.174) increases the brittleness of HfC, indicating 

that the material is more likely to crack rather than undergo plastic 

deformation under high pressure. Therefore, the use of HfC must be 

carefully designed, taking into account the risk of cracking under 
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high stress, and material properties should be optimized for specific 

applications. 
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CHAPTER V 

 

 

An Ab-initio Study on the Crystal Structure and 

Mechanical Properties of Hexagonal Zirconium 

Diboride 

 

 

Cengiz SOYKAN1 

 

Introduction 

Zirconium diboride (ZrB₂), a key member of the ultra-high 

temperature ceramics (UHTCs) family, exhibits exceptional 

physical properties such as a high melting point, significant 

hardness, excellent thermal and electrical conductivity, low work 

function, and strong oxidation resistance (Opeka et al., 1999; 

Fahrenholtz et al., 2007; Wang et al., 2009). These unique 

characteristics make ZrB₂ an ideal choice for thermal protection in 

extreme chemical and thermal conditions, including hypersonic 

flight and atmospheric reentry (Levine et al., 2002; Savino et al., 

2005; Opeka et al., 2004). 
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UHTCs generally comprise compounds that maintain 

chemical and physical stability at high temperatures and in oxidizing 

environments. Typically, UHTCs with melting temperatures 

exceeding 3000 K are made up of refractory borides, carbides, 

nitrides, and oxides of early transition metals (Opeka et al., 1999; 

Fahrenholtz et al., 2007; Wang et al., 2009; Levine et al., 2002; 

Savino et al., 2005; Opeka et al., 2004; Cai et al., 2006; Wang et al., 

2009). 

In the field of solid-state theory, predicting the hypothetical 

structures of inorganic crystal solids based solely on chemical 

composition information, without referring to experimental 

structural data, is a significant and challenging undertaking in 

materials design (DiSalvo, 1990; Pannetier et al., 1990; Oganov & 

Glass, 2008; Catlow & Price, 1990; Schön et al., 1996). 

Experimental and theoretical studies on the fundamental physical 

properties of ZrB₂ are available (Fahrenholtz et al., 2007; Vajeeston 

et al., 2001; Wang et al., 1994; Zhang et al., 2008; Li et al., 2010; 

Card Number, 34-0423; Okamoto et al., 2003). 

ZrB₂ crystallizes in the P6/mmm space group and has an 

omega-type hexagonal structure. The B²⁻ atoms form a 9-

coordinated geometric structure by bonding with six equivalent Zr⁴⁺ 

atoms and three equivalent B²⁻ atoms. The Zr⁴⁺ atoms, in turn, bond 

with twelve equivalent B²⁻ atoms, forming a mixture of edge- and 

face-sharing ZrB₁₂ cuboctahedra. 

This chapter will discuss the crystal structure, bonding 

characteristics, and mechanical durability of ZrB₂, while also 

evaluating its potential for advanced technology applications. A 

detailed analysis of its structural and mechanical properties will be 

provided. 
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2. Method 

In this study, first-principles calculations were performed to 

determine the structural and mechanical properties of ZrB₂. The 

calculations were carried out using the CASTEP software, based on 

density functional theory (DFT) (Clark et al., 2005; Kresse et al., 

1996; Kresse et al., 1996; Kresse et al., 1994). The exchange-

correlation function was considered using the generalized gradient 

approximation (GGA-PBE) functional approach (Perdew et al., 

1996). This approach is commonly used for accurately modeling the 

electronic structure of transition metal borides. 

The structural properties of ZrB₂ were optimized according 

to criteria with an energy tolerance of 10⁻⁵ eV/atom, a maximum 

force of 0.03 eV/Å, and a maximum displacement of 0.001 Å 

(Fischer et al., 1992). To ensure the accuracy of the calculations, an 

energy cutoff value of 650 eV was chosen. This energy value 

improves the accuracy of the crystal structure parameters, thereby 

ensuring the reliability of the calculations. 

The k-point distribution in the Brillouin zone was set to 

12x12x12 (Monkhorst et al., 1976). This k-point density balances 

the speed and accuracy of the calculations, ensuring the correct 

determination of the structural parameters of ZrB₂. As a result of the 

structural optimizations, the lattice constants (a, b, c, Å) and volume 

(V, Å³) of ZrB₂ were obtained. Additionally, the optimization 

process led to the energy minimization of ZrB₂, identifying the 

lowest energy configuration. 

The mechanical properties of ZrB₂ , including the elastic 

constants (Cij), bulk modulus (B), shear modulus (G), Young's 

modulus (E), and Poisson's ratio (𝑣), were calculated. The elastic 

constants were determined by applying homogeneous deformations 
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and using the resulting stress-strain relationships. In particular, the 

strain-stress method used to calculate the elastic constants is an ideal 

technique for accurately reflecting the material's mechanical 

durability and elastic properties. 

The bulk modulus and shear modulus calculations were 

performed using the Voigt-Reuss-Hill (VRH) approach. This 

method improves the accuracy of the elastic constants and 

mechanical moduli, allowing for a comprehensive examination of 

ZrB₂'s mechanical strength. As a result of these calculations, insights 

were gained into the material's compressibility and resistance to 

deformation. 

To evaluate the accuracy of the calculations, the structural 

parameters of ZrB₂ were compared with other experimental data 

from the literature, and it was observed that the obtained results are 

in good agreement (Card Number 34-0423; Okamoto et al., 2003; 

Vajeeston et al., 2001; Fahrenholtz et al., 2007). Additionally, the 

calculated mechanical properties were compared with previous 

theoretical studies in the literature, and similar results were obtained 

(Vajeeston et al., 2001; Zhang et al., 2008; Wang et al., 1994). These 

findings confirm the reliability and accuracy of the computational 

method. 

3. Results 

The structural and mechanical properties of hexagonal ZrB₂ 

were investigated using Density Functional Theory (DFT) 

calculations with the Generalized Gradient Approximation (GGA) 

and Perdew-Burke-Ernzerhof (PBE) functional, as presented below. 

Additionally, the agreement with prior experimental and theoretical 

studies is analyzed, and the importance of these properties for 

applications under high stress is evaluated. 
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The crystal structure of hexagonal ZrB₂, shown in Figure 1, 

exhibits a layered structure where zirconium (Zr) atoms are arranged 

in a single plane, and boron (B) atoms are arranged in a honeycomb-

like structure. This structure is characterized by the P6/mmm space 

group symmetry. 

 

Figure 1: The crystal structure of hexagonal ZrB2. 

Table 1: The lattice parameters of ZrB2. 

Cry.  Lattice Constans (𝐴0),  

a, b, c 

Volume 

(𝐴3) 

Ref. 

 

 

 

ZrB2 

Teo. 3.172   3.172   3.534 30.793 This work 

Teo. 3.170   3.170   3.548 30.880 Li  

Teo. 3.197   3.197   3.561 31.520 Vajeeston 

Teo. 3.168   3.168   3.536  Zhang 

Teo. 3.165   3.165   3.547 30.771 Wang 

Exp. 3.169   3.169   3.530 30.701 Card Number 

Exp. 3.170   3.170   3.533 30.746 Vajeeston 

Table 1 presents the our calculated structural properties for 

ZrB₂, along with a comparison to previous studies. The lattice 

parameters of the hexagonal ZrB₂ crystal structure are calculated as 

a = b = 3.172 Å, c = 3.534 Å, and the unit cell volume V = 30.793 

Å³. 
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The theoretical calculations of ZrB₂ have been conducted in 

various studies, generally yielding similar results. While most of 

these studies show small differences in lattice parameters, the 

calculated values are quite close to each other. For instance, the 

values found in Li's work show good agreement with those obtained 

in this study, which reports parameters of 3.170 Å, 3.170 Å, and 

3.548 Å (unit cell volume of 30.880 Å³) (Li et al., 2010). In 

Vajeeston's study, the lattice parameters are given as 3.197 Å, 3.197 

Å, and 3.561 Å, showing slightly larger differences along with a unit 

cell volume of 31.520 Å³ (Vajeeston et al., 2001). Zhang and Wang's 

studies also present similar values. Zhang's results for a, b, and c are 

3.168 Å, 3.168 Å, and 3.536 Å, while Wang's are 3.165 Å, 3.165 Å, 

and 3.547 Å. These results also align well with the values obtained 

in this study, showing only small differences (Zhang et al., 2008; 

Wang et al., 1994). 

Experimental studies provide data obtained through 

measurements to determine the structural properties of ZrB₂ 

(Vajeeston et al., 2001; Card Number 34-0423). When compared 

with our calculations, the experimental results show excellent 

agreement. While the experimental data are generally very close to 

our results and theoretical values, some small deviations are 

observed due to differences in measurement methods and conditions. 

However, each calculation may show small differences depending 

on the methodology and initial conditions used. This highlights how 

the accuracy of the calculations is dependent on the theory and 

parameters employed. 

 

 

 

 



 

--99-- 

 

Table 2: The calculated elastic constants Cij of hexagonal ZrB2. 

P 

(GPa)  

𝑪𝟏𝟏 𝑪𝟏𝟐 𝑪𝟏𝟑  𝑪𝟑𝟑 𝑪𝟒𝟒 𝑪𝟔𝟔 Ref. 

Teo. 553.60 59.72 112.70 431.40 249.67 246.94 This work  

Teo. 504.40 90.50 112.00 427.40 240.90  Li 

Teo. 578.00 

586.00 

65.00 

71.00 

121.00 

138.00 

436.00 

472.00 

252.00 

271.00 

 Zhang 

Exp. 581.00 55.00 121.00 445.00 240.00  Okamoto 

Table 2 presents the elastic constants (Cij) calculated for 

ZrB₂. All six independent elastic constants (C11 > 0, C12 > 0, C13 > 

0, C33 > 0, C44 > 0, and C66 > 0) are positive for hexagonal crystal 

systems. Additionally, the conditions C11 > |2C12| and (C11 + 

2C12)C33 > 2C13² are also satisfied. All the calculated Cij elastic 

constant values meet the mechanical stability criteria established for 

hexagonal crystal systems (Yan et al., 2011). These results indicate 

that the bonds within the crystal exhibit a distinct anisotropic 

structure. 

In this study, the elastic constants are calculated as follows: 

C₁₁ = 553.60 GPa, C₁₂ = 59.72 GPa, C₁₃ = 112.70 GPa, C₃₃ = 431.40 

GPa, C₄₄ = 249.67 GPa, and C₆₆ = 246.94 GPa. In Li's study, the 

values were C₁₁ = 504.40 GPa, C₁₂ = 90.50 GPa, and C₁₃ = 112.00 

GPa (Li et al., 2010). While the C₁₁ and C₁₂ elastic constants are 

slightly higher in this study, Li's study shows a higher value for C₁₂. 

In Zhang's study, the elastic constants are reported over a wider 

range: C₁₁ = 578.00 GPa, C₁₂ = 65.00 GPa, C₁₃ = 121.00 GPa, C₃₃ = 

436.00 GPa, C₄₄ = 252.00 GPa, and C₆₆ = 271.00 GPa (Zhang et al., 

2008). The theoretical results provided are similar to those obtained 

in this study, but differences, especially in the C₁₁ and C₁₃ values, are 

observed. These differences may arise due to the influence of the 

theoretical model and computational methods used. 



 

--100-- 

 

In Okamoto's experimental study, the values obtained for the 

elastic constants are C₁₁ = 581.00 GPa, C₁₂ = 55.00 GPa, C₁₃ = 121.00 

GPa, C₃₃ = 445.00 GPa, and C₆₆ = 240.00 GPa (Okamoto et al., 

2003). In this study, the calculated C₁₁ value shows strong agreement 

with the findings of Okamoto. However, the results for C₁₂ and C₁₃ 

show some differences. Specifically, the C₁₂ value is lower in this 

study compared to Okamoto's work. These differences may arise due 

to experimental conditions, sample purity, or measurement 

techniques. While Okamoto's results are largely consistent with the 

theoretical calculations in this study, some small differences are also 

observed. 

The mechanical properties of hexagonal ZrB₂, as presented 

in Table 3, highlight its exceptional hardness and rigidity. These 

properties, derived from the elastic constants obtained through DFT-

based simulations using the CASTEP code, include the bulk 

modulus (B), shear modulus (G), and Young's modulus (E), offering 

deeper insights into the material's mechanical behavior. 

Table 3: The calculated bulk modulus B, shear modulus G, Young’s 

modulus E, and Poisson’s ratio ν for ZrB2. 

Material 

P (GPa) 

 𝐵 𝐺 𝐸 𝜐 Ref. 

 

 

 

ZrB2 

Teo. 233.80 230.11 519.80 0.132 This work  

Teo. 228.80 208.50 483.50 0.148 Li 

Teo. 238.00 226.00 520.00 0.137 Zhang 

Teo. 195.00    Vajeeston 

Exp. 215.00  489.00  Fahrenholtz 

Exp. 215.00    Vajeeston 
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In this study, the calculated elastic moduli are as follows: 

Bulk modulus B = 233.80 GPa, Shear modulus G = 230.11 GPa, 

Young's modulus E = 519.80 GPa, and Poisson's ratio ν = 0.132. 

In Li's study, the Bulk modulus was calculated as 228.80 

GPa, the Shear modulus as 208.50 GPa, and the Young's modulus as 

483.50 GPa, with a Poisson's ratio of 0.148 (Li et al., 2010). In our 

study, the Bulk modulus and Shear modulus were calculated to be 

slightly higher than those in Li's results, while a difference in the 

Young's modulus was also observed. These discrepancies can be 

attributed to differences in the computational methods and 

theoretical models used. 

In Zhang's study, the Bulk modulus was determined to be 

238.00 GPa, the Shear modulus as 226.00 GPa, and the Young's 

modulus as 520.00 GPa. These results are in good agreement with 

the values calculated in our study (Zhang et al., 2008). In Vajeeston's 

study, the Bulk modulus was calculated to be 195.00 GPa, but other 

moduli were not provided. This may suggest the use of a different 

theoretical approach or model in their calculations (Vajeeston et al., 

2001). 

In Fahrenholtz's experimental study, the Bulk modulus was 

measured at 215.00 GPa, and the Young's modulus was found to be 

489.00 GPa, with the Poisson ratio not provided. These results are 

generally in agreement with the theoretical calculations in this study. 

The similarity in the Young's modulus values is particularly 

noteworthy. The small differences in the Bulk modulus could be 

attributed to experimental conditions or factors such as sample 

purity. In Vajeeston's experimental work, only the Bulk modulus 

was reported as 215.00 GPa, which is in close agreement with the 

theoretical calculations presented in this study. 
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The Poisson ratio has not been reported experimentally; 

however, it was found to be 0.148 and 0.137 in the theoretical studies 

by Li and Zhang, respectively. In this study, the calculated Poisson 

ratio is 0.132. This value is highly consistent with Zhang's result and 

relatively close to Li's findings. The Poisson ratio (ν) represents the 

ratio of deformation in one direction to deformation in the 

perpendicular direction of a material. A lower Poisson ratio indicates 

that the material is more brittle, while a higher Poisson ratio suggests 

greater flexibility and toughness. If the bonding structure of 

materials is covalent, the Poisson ratio is small (around 𝑣 = 0.1); on 

the other hand, if it is ionic, the Poisson ratio is 0.25 or higher. The 

Poisson ratio we calculated is 0.132. This low Poisson ratio indicates 

that ZrB₂, while hard, has a brittle nature, meaning it tends to fracture 

easily under high pressure rather than undergoing plastic 

deformation.   

The calculated structural and mechanical properties of ZrB₂ 

make it an ideal material for a wide range of industrial applications. 

Its high hardness and low Poisson ratio contribute to its durability 

under high temperatures and proportional mechanical stress. These 

characteristics enhance its suitability for industries such as defense, 

aerospace technologies, and high-temperature applications. 

Additionally, its high resistance to wear and mechanical durability 

make it applicable in industrial fields like armored vehicles and 

cutting tools. Consequently, ZrB₂ holds potential as a material for 

various industrial sectors where high temperature, mechanical 

durability, and thermal conductivity are critical requirements. 

This study has shown that the structural integrity and 

mechanical durability of ZrB₂ stem from its anisotropic bonding 

structure and hexagonal symmetry. These findings suggest that ZrB₂ 

is a promising candidate for advanced engineering applications.
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1. Introduction 

 The term 'radiation' is used to describe penetrating rays, 

meaning rays capable of passing through matter. Radiation refers to 

the form of energy in waves or particles, or energy emitted in this 

manner. Electromagnetic radiations, arranged in increasing order of 

frequency, include radio waves, microwaves, infrared radiation, 

visible light, ultraviolet radiation, X-rays, and gamma rays. 
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Electromagnetic radiation can be listed in ascending order of 

frequency as follows. In this sequence, as frequency increases, the 

wavelength decreases, and the energy of the radiation rises. 

 The common characteristic of rays with different types and 

sources is their ability to penetrate matter and the human body. The 

penetration capabilities of various radiations differ. Low-energy 

rays, such as visible light, are not penetrative. However, X-rays and 

gamma rays, which share the same fundamental characteristics as 

visible light, differ in their penetration ability due to their higher 

energy and shorter wavelengths. Lower-frequency radiation 

predominantly exhibits wave-like behavior, while ultraviolet 

radiation or those with higher frequencies are better explained 

through their particle nature. The most common forms of particle 

radiation are alpha and beta radiation, typically produced during 

radioactive decay. Ionizing radiation, specifically from radon (Rn-

222) and its decay products, emits highly ionizing alpha particles, 

which are a major source of natural radiation exposure. It also 

discusses the health risks associated with prolonged exposure to 

ionizing radiation from radon in water, linking it to potential cancer 

risks due to its ability to damage biological tissues (Özdemir, 2006). 

Ionizing radiation can be quantified using highly sensitive radiation 

detectors (Özdemir, 2016). Ionizing radiation plays a vital role in the 

healthcare sector. Radiology, radiotherapy, diagnostic radionuclide 

use, and other medical imaging applications almost all utilize 

ionizing radiation. Therefore, it is very important to have detailed 

information about the basic principles of ionizing radiation, its areas 

of use, potential risks, safe applications and future developments. 

 

 



 

--110-- 

 

2. What is Ionizing Radiation? 

 Radiation is the transfer of energy in the form of 

electromagnetic waves or particles. Ionizing radiation is a type of 

high-energy radiation that separates electrons from atoms and causes 

the formation of ions. Alpha and beta particles, X and γ-rays are 

among the types of ionizing radiation. High-energy radiation causes 

serious effects on biological systems. Ionizing electromagnetic 

radiation, such as X-rays and γ-rays, has the ability to break chemical 

bonds in the substance it comes into contact with. Despite its harmful 

effects on living things, X and γ-rays, which are types of ionizing 

radiation, have a wide range of use in the diagnosis and treatment of 

diseases (Cho et al., 2015). 

3. The Importance of Ionizing Radiation in the Health Sector 

 Ionizing radiation is frequently preferred in the medical field 

for both diagnosis and treatment purposes. Types of ionizing 

radiation, such as X-rays and γ-rays, have a wide range of uses from 

medical imaging to cancer treatment. However, the safe and 

effective application of these technologies necessitates the existence 

of certain regulations and control mechanisms for patients and 

healthcare professionals. For ensuring radiation safety, it is essential 

to comply with international standards and protocols introduced by 

international institutions such as International Commission on 

Radiological Protection (ICRP), which provide guidelines on 

protection from radiation exposure.  

3.1. Ionizing Radiation in Imaging Techniques 

 In the field of medical imaging, ionizing radiation is used as 

an important element of advanced technology devices such as X-ray  

devices, computerized tomography (CT) and positron emission 
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tomography (PET). These methods are of critical importance in the 

early diagnosis of diseases and the planning of the treatment process. 

However, radiation exposure must be meticulously controlled when 

using these devices (Brenner & Hall, 2007). 

 X-ray devices provide detailed images of the internal 

structures of the body using X-rays for medical imaging purposes. 

X-rays are high-energy electromagnetic waves and are absorbed at 

varying rates according to the different properties of the tissues. 

These absorption differences make it possible to distinguish between 

bones, soft tissues and air-filled spaces by enhancing the contrast. X-

ray devices consist of basic components such as an X-ray tube, 

collimator, detector and imaging system. The X-ray tube produces 

X-rays by the sudden deceleration of electrons accelerated between 

the cathode and anode; during this process, the kinetic energy of the 

electrons is converted into photon energy. The X-rays formed are 

directed and focused to the target area with the help of a collimator. 

Detectors detect the X-rays passing through the tissues and convert 

them into electrical signals, and then these signals are processed by 

the imaging system to create an image. The design of X-ray devices 

is constantly being improved to improve image quality and reduce 

the amount of radiation patients are exposed to (Hobbie et al. 2015).  

 Photoelectric effect occurs when photons interact with and 

eject electrons from an atom, leading to ionization, which is effective 

at higher photon energies that exceed electron binding energy. In 

Compton scattering, a photon collides with a loosely bound electron, 

loses energy, and changes direction, thus influencing interactions at 

moderate photon energies (Özdemir, 2011). 

 In radioscopy and radiography applications, short-

wavelength hard beams obtained from X-ray tubes operating at 
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accelerating voltages of 500-200 kV are generally preferred. These 

beams are absorbed at various rates depending on the differences in 

the atomic weight, thickness and density of tissues in the human 

body, and thus provide images in different gray tones on X-ray films 

(Dhawan, 2011). X-ray imaging is based on the principle that tissues 

absorb X-rays at different rates; bones absorb more X-rays, and soft 

tissues absorb less X-rays. X-rays passing through the patient are 

directed to the detector, where they are converted to light and then 

to voltage and digitized. A grid is placed in front of the detector to 

increase image contrast. For example, in a chest X-ray, the ribs 

appear light gray, while the soft tissues of the lungs appear dark gray 

(Smith & Webb, 2010). The widespread use of digital detectors has 

made dose optimization possible while accelerating the imaging 

process. In addition, portable X-ray devices offer the opportunity to 

make rapid diagnoses in emergency situations and intensive care 

units. In order for X-ray devices to be used safely and effectively, 

operators must have sufficient knowledge about the operating 

principles of the devices and radiation safety. Therefore, regular 

training and quality control processes are of great importance for the 

safety of both patients and healthcare professionals. 

 Computed Tomography (CT) devices are advanced medical 

imaging devices that create cross-sectional images of the body using 

X-rays. CT scans are created by combining X-ray data taken from 

different angles by a computer, allowing organs, bones and soft 

tissues to be examined in detail (Seeram, 2023). CT devices work on 

the principle that high-energy X-rays are absorbed at different rates 

as they pass through body tissues. Differences in the absorption rates 

of tissues vary depending on their properties such as density and 

composition, allowing different tissues to be distinguished from each 

other. For example, bone tissues absorb more X-rays due to their 
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high density and appear in lighter tones (white) in the images, while 

soft tissues and air-filled areas are represented in darker tones due to 

less absorption (Kalender, 2011). Since X-rays used in Computed 

Tomography (CT) scans contain ionizing radiation, it is of great 

importance to minimize the radiation dose to which patients are 

exposed. In this regard, low-dose protocols and advanced imaging 

techniques are applied in modern CT devices, thus reducing 

radiation exposure without compromising image quality. In 

conclusion, CT devices are advanced imaging systems that create 

detailed cross-sectional images of the body using X-rays and are of 

vital importance in medical diagnostic processes. Thanks to 

technological advances, the imaging quality of CT devices is 

constantly improving, while at the same time, the radiation doses to 

which patients are exposed are minimized (Boone et al., 2019). 

 Mammography devices are medical imaging systems that 

provide high-resolution images using low-energy X-rays for detailed 

imaging of breast tissue. These devices produce low-energy X-rays 

with X-ray tubes that generally operate between 20-30 kilovolts 

(kV). Such X-rays allow the detection of cancerous lesions by better 

emphasizing density differences in breast tissue and play a critical 

role in early diagnosis processes (Hogg, et al., 2015). The energy 

level of X-rays used in mammography devices is carefully 

determined to provide the best contrast between different 

components of breast tissue. Low-energy X-rays offer a significant 

advantage in the early diagnosis process by making the differences 

between fat tissue, glandular tissue and potential tumors more 

apparent. The dosage of X-rays used in mammography devices is 

carefully optimized to minimize the amount of radiation that patients 

are exposed to. This approach is of great importance both in terms 

of ensuring patient safety and maintaining high image quality. As a 
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result, the low-energy X-rays used in mammography devices are 

designed to provide detailed, high-contrast images of breast tissue. 

This feature is critical for early diagnosis of breast cancer and 

effective treatment planning (Dance et al., 2011). The risk of breast 

cancer from radiation in mammography screening in women over 

the age of 40 is reported to be low compared to the mortality 

reduction provided by screening and should not be a deterrent 

(Yaffe, M. J., & Mainprize, J. G., 2011). Mammography is a widely 

used method for early diagnosis of breast cancer, but more advanced 

tomographic methods such as breast tomosynthesis have been 

developed with digital technologies. Breast tomosynthesis, which 

has the potential to replace mammography, has been investigated 

through research in areas such as system design, geometry, technical 

improvement, X-ray scattering, and radiation dose (Sechopoulos, 

2013). 

During fluoroscopy, which is another methodology, a 

contrast agent that can be tracked with X-rays is given to the patient 

and its movement inside the body is monitored (Wang et al., 2006). 

3.2 Radiotherapy and Ionizing Radiation 

Radiation therapy is a treatment method that aims to destroy 

cancer cells using ionizing radiation. With this method, radiation is 

applied to the target area and the growth and spread of cancerous 

tissues are prevented. Modern radiotherapy techniques aim to 

increase the effectiveness of the treatment while minimizing side 

effects. While ionizing radiation is used in the treatment of both 

cancer and non-cancer diseases, the increasing importance of this 

exposure, even at low doses, with cancer and other diseases requires 

that medical, occupational and environmental effects be taken into 

account (Hamada, 2024). 
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Radiation therapy is basically divided into two groups as 

external and internal radiotherapy. In external radiotherapy, 

radiation is directed from outside the body to the target area, while 

internal radiotherapy (brachytherapy) is performed by placing 

radioactive substances directly into the area to be treated. These 

methods are widely used in the treatment of many diseases, 

especially cancer treatment (Joiner & van der Kogel, 2016). In 

cancer treatment, ionizing radiation can be applied alone or in 

combination with other treatment methods. Radiotherapy has been 

shown to increase treatment success, especially when applied with 

chemotherapy. This method aims to focus only on the targeted area 

and cause minimum damage to healthy tissues. 

Radiation therapy usage rates vary between countries. In the 

study conducted by Delaney and colleagues, based on evidence-

based guidelines, radiotherapy use trees were created and analyzed 

with epidemiological data in order to estimate the ideal rate at which 

cancer patients should receive radiotherapy at least once in their 

lifetime. (Delaney et al., 2005). 

3.2.1 High Energy Photon in Radiotherapy 

High energy photons of 6 MV and above are frequently 

preferred in the treatment of deep tumors. These energies minimize 

skin damage and allow higher doses to be delivered effectively to the 

tumor area. However, neutron contamination may occur as a result 

of interaction with heavy metals in the structure of linear accelerators 

during the use of high-energy photons. This unwanted radiation 

exposure requires careful measurement and control of neutron dose. 

Şahin et al. (2016) examined the dosimetric properties of 

physical and virtual wedge filters used in radiotherapy and evaluated 
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their advantages and disadvantages. Measurements were made with 

6 MV and 15 MV X-rays at different field sizes and depths. It was 

observed that the environmental dose of virtual wedge filters was 

higher than physical wedges, but the wedge angle had no effect in 

small areas, and this effect increased in large areas. While the 

environmental dose increased as the depth and field size increased 

in physical wedges, the environmental dose decreased as the wedge 

angle increased. Virtual wedge filters provide advantages due to ease 

of set-up, short treatment time and angle alternatives in planning 

(Şahin, et al., 2016). 

In radiotherapy applications where high-energy photons are 

used, the effects of equipment such as treatment tables on the dose 

distribution should also be considered. For example, research on the 

effect of carbon fiber tables on dose distribution suggests that such 

equipment should be taken into consideration in treatment planning 

(Gürsoy, 2013). 

3.2.2 Gamma Ray in Radiotherapy 

The Co-60 device consists of a source emitting 1.25 MeV γ-

rays, a gantry that can rotate 360 degrees, a collimator that directs 

the beam, and a control console. The source inside the lead shield 

aligns with the collimator during irradiation and the field size can be 

adjusted. The device is effective in the treatment of tumors with a 

depth of 10 cm, skin doses are high and the dose distribution at the 

field edge is limited. In patients with a thickness greater than 20 cm, 

linear accelerators should be preferred, especially for the abdomen 

and hip regions (MEGEP, 2012). 

Gamma Knife radiosurgery is an effective method in the treatment 

of brain and skull base lesions, but multidisciplinary evaluation and 

planning are required for patient suitability. Gamma Knife 

radiosurgery is a method that treats lesions safely and precisely by 
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targeting γ-rays  emitted from a 201 cobalt-60 source with millimeter 

accuracy. This method, which is applied using stereotactic frame and 

imaging technologies, provides effective results in the treatment of 

cerebral vascular malformations, tumors, trigeminal neuralgia and 

some movement and psychiatric disorders. It shows superior success 

especially for arteriovenous malformations, acoustic neuromas and 

cerebral metastases (Lindquist, 1995). 

3.2.3 Accelerated Electron 

High energy electron beams (up to 20 MeV) show a sharp 

dose decrease with depth and this feature can be improved by adding 

photon fraction. This technique allows use up to 17 cm depth near 

sensitive organs. In addition, dose increase is possible with sharp 

penumbra and contrast beams at 4-5 cm depth. The skin can be 

protected by transmitting photons from the same portal as electrons. 

These physical features have been used in the optimization of 

clinical treatments (Karlsson & Zackrisson, 1997). 

3.3 Nuclear Medicine 

Ionizing radiation is used for both diagnostic and therapeutic 

purposes in nuclear medicine. Since 1936, different radioactive 

isotopes have been used in the field of nuclear medicine (Samei & 

Peck, 2019). In 1938, the first article on the diagnostic use of Iodine 

(131I) in thyroid diseases was published, leading to the rapid 

development of nuclear medicine. Nuclear scintigraphy is a functional 

imaging method that reflects metabolic activities; X-ray, CT and MRI 

provide anatomical imaging. Nuclear medicine imaging includes 

SPECT and PET techniques. Despite their low spatial resolution, 

these methods have high molar sensitivity, which allows the study of 

small changes in physiology (Lecomte, 2009).  
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Positron Emission Tomography/Computed Tomography 

(PET/CT), an advanced treatment imaging method, provides the 

retention of metabolic and anatomical information together and 

provides detailed imaging of target tissues with ionizing radiation 

obtained from radioactive isotopes. It is one of the fastest developing 

technologies in medical imaging and is available in more than 5000 

centers worldwide (Beyer et al., 2011). Positron Emission 

Tomography (PET) is based on the detection of 511 keV annihilation 

photons formed by the interaction of positrons and electrons. 

Radionuclides such as Carbon-11, Fluorine-18 and Gallium-68 are 

used. CT images provide scintigraphic separation and attenuation 

correction. PET image quality has increased with TOF (Time of 

Flight) technology. The radiation dose in PET/CT examinations is 15-

25 mSv and is below annual limits (Demir, 2015). SPECT imaging is 

based on the detection of gamma photons emitted from radioactive 

materials by detectors and the conversion of these into cross-sectional 

images by a computer (Cherry, 2004). The collimator determines the 

spatial map of the radiation by passing only parallel photons and is 

made of highly interactive materials such as lead or tungsten (Smith 

& Webb, 2010).  

In nuclear medicine, radiopharmaceuticals are molecules 

containing radionuclides, utilized in nuclear medicine for diagnostic 

and therapeutic purposes. Diagnostic applications involve gamma-

emitting substances, while therapeutic uses involve beta-emitting 

materials. These agents allow for the examination of physiological 

changes, facilitating the early diagnosis of diseases and enhancing 

treatment efficacy. They are used safely and extensively worldwide 

(Gündoğdu et al., 2018).  

4. Conclusion 

The side effects of ionizing radiation vary depending on the 
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amount and duration of exposure. While fatigue, weakness and 

moderate effects on the central nervous system may be observed in 

the short term, there may be an increased risk of cancer in the long 

term. Therefore, effective use of dosimeters and correct application 

of protective equipment are of great importance (ICRP, 2007). 

Radiation therapy is used not only in the treatment of cancer, but also 

in the treatment of thyroid diseases, cardiovascular disorders, etc. 

Radioactive iodine applications, in particular, are a highly effective 

method in the treatment of hyperthyroidism and thyroid disorders 

(Cooper et al., 2009). It is anticipated that the areas of use of ionizing 

radiation will expand further thanks to developing technologies. 

High-sensitivity radiotherapy methods such as proton therapy and 

carbon ion therapy may provide revolutionary advances in cancer 

treatment. In addition, studies on the potential use of radiation in the 

fields of nanotechnology and gene therapy are rapidly continuing. 

Charged particle therapy provides high local control with selective 

energy deposition of tumors, while causing less damage to healthy 

tissues, reducing the risk of complications and offering rapid 

healing. It is advantageous for tumors close to radiosensitive tissues 

or in areas with difficult surgical access. However, few randomized 

trials have compared this method with X-rays, and the cost-benefit 

ratio is still controversial. Research is focused on reducing the cost 

and increasing the effectiveness of this treatment (Loeffler & 

Durante, 2013). 

Ionizing radiation has an important place in the medical field. 

However, more research and development studies are needed to be 

carried out in order to use it effectively and safely. In addition, it is 

of great importance to strengthen legal regulations and expand 

training programs to minimize radiation exposure of healthcare 

professionals. 
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1. Introduction 

There are rapid technological changes to meet the needs that arise 

with the increasing population around the world. It is essential that 

any material developed with these technological changes be 

affordable, practical and easily obtainable. Especially recent 

developments in the field of energy requirements, space travel and 

environmental pollution clearly show us that new multifunctional 

materials need to be produced. In this context, the only field that can 

solve the above-mentioned problems is nanotechnology products 
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like thin films, nanopowder, nanowires, etc. In this section, we will 

focus especially on the production techniques of thin films. Thin 

films, which date back centuries, were unknowingly used as 

ornaments and decorations on different glass and ceramics. 

However, scientific investigations have started since the 1940s and 

interest in their construction technology continues until today 

[Sönmezoğlu, Koç, and Akın, 2012; Green, 2014].  

Thin films can be defined as coating materials that are formed as a 

thin layer by arranging the atoms or molecules of the material to be 

coated on a base that helps the formation of the film on the surface, 

and their thickness is generally ranging from 1μm to 10 nm. Thin 

films, which form the basis of the micro- and nano-structured 

various material industry and have an important scenario in 

technological and scientific investigations [Göktaş, 2013]. The basic 

characteristics of thin film nanocrystalline materials, such as optical, 

mechanical, magnetic, and electrical are extraordinary compared to 

those of bulk materials. In these materials, more efficient properties 

and different behaviors can occur due to the higher surface-to-

volume ratio [Pejova & Grozdanov, 2006]. In addition, in 

nanostructured thin films, when the crystal size or grain size of them 

being small enough (i.e., being at the quantum limit or being 

comparable to the Bohr radius) it results into the interference of the 

optical absorption/transmission spectra and causing the band 

structures to be divided into discrete energy levels [El-dosky et al., 

2018; Goktas, Tumbul, & Aslan, 2019]. Currently, thin film 

technology is actively pioneering many innovative and modern 

space, aviation, computer, healthcare, military and robotic 

developments. 
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They are used in different applications, considering thin films with 

different characteristics used for different purposes. Thin films are 

frequently used in many applications such as conduction/insulation, 

magnetic memory, photo detectors, photocatalysts, gas detectors, 

optical circuits, corrosion-resistant coatings and device 

manufacturing due to their relatively superior and tunable structural, 

electrical, magnetic, photocatalytic, chemical stability and 

environmentally friendly properties [Ghosh, Paul & Mandal, 2024]. 
Recently, in parallel with the increasing needs of the growing human 

population around the world, rapid changes and developments in thin 

film materials and their usage, and also the development of new 

multi-functional materials as well technologies have become 

inevitable. Based on this, many physical and chemical methods have 

been developed to improve the performance, structure and physical 

properties of thin film materials in various applications and to 

observe new properties [Göktaş, 2007; Rao and Shekhawat, (2013)]. 

Thin film production can be cost-effective or expensive, depending 

on the used method. However, it is advantageous to choose some 

environmentally friendly and green synthesis methods. Moreover, in 

some methods, it is a great advantage that the film can be coated on 

substrates various dimensions and materials of the desired shape and 

that various parameters can be adjusted (e.g. thickness, composition 

adjustment, coating area, etc.). Therefore, films with the desired 

properties, functions and film quality are produced using different 

film production techniques and different parameters on different 

substrates to use different film morphologies for different purposes 

[Goktas, Aslan & Mutlu, 2014; Goktas, Tumbul, & Aslan, 2019]. 

So, this study aims to examine in detail the methods that can produce 

metal doped SnS thin films using chemical methods, and the effects 
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of the critical parameters of these methods on the structural, 

morphological, optical and photocatalytic properties of these films. 

2. Thin Film preparation techniques for the metal doped SnS 

thin films 

2.1. Sol-gel Technique 

It is known that this technique is one of the well-known wet chemical 

processes, used broadly for the production of the many oxides and 

sulphide materials. This is mainly due to its advantages (superior 

homogeneity, controllable stoichiometry, great purity, phase-solid 

powders at a relatively lower temperature and flexibility of 

producing dense materials) over other techniques. In this technique, 

the term of “sol” denotes a colloidal suspension emergence and “gel” 

denotes the alteration of “sol” to dense gel or 

solid matter. It is possible to produce different ceramic and glass 

materials, which can be  highly pure and spherical powders, thin film 

coatings ceramic fibers, microporous inorganic membranes, and 

monolithic by using this technique. It is also handable and practical 

to produce mentioned materials [Alain, 1998; Goktas, Mutlu & 

Kawashi, 2012; Jilani, Abdel-Wahab & Hammad, 2017]. 

In the sol-gel techniques, which are described below, three processes 

can be used (dipping, spraying and spinning) in fabricating thin films 

utilizing fluid sol or precursor solution gelation. 

2.1.1 Dip coating process 

This method is generally used to produce film layers on substrates, 

which have different shapes and sizes. The dip coating method is 

based on the following principle in which the substrate material is 

immersed at a certain speed and again at the same speed. The dip 

coating method consists of various stages as given in Fig.1.  These 
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stages are respectively: (i) dipping, (ii) pulling up, (iii) coating, (iv) 

percolation and (v) evaporation. During immersion, the substrate is 

immersed into the sol at a constant speed perpendicular to the 

solution surface, after diving at the desired speed and waiting for 3-

5 seconds is slowly pulled upwards. In the third stage, namely 

coating, a parabolic fluid layer is formed due to capillary pressure 

between the substrate and the sol as well gravitational force. At the 

end of pulling up, the excess is left while the droplets filter from the 

edges of the substrate and leave the surface. Sol droplets that cannot 

leave the surface through the filtration process evaporate and fly 

away. From these processes, a coated film is obtained. 

 

Figure 1: Schematic dip coating process 

For two decades the sol-gel dip coating process has been used to 

prepare thin films. Several research groups have used it to prepare 

SnS and doped SnS thin films. For instance, Chaki et al. (2016) used 

sol-gel dip coating technique to produce SnS thin films. The 

produced thin films have orthorhombic structure with Sn2S3 

secondary phase. The produced SnS thin films have relatively higher 

optical band gap (1.24 eV) due to presence of the Sn2S3 parasitic 

phase. Hall and I-V characterizations have shown that it has p-type 

conductivity and is convenient for the optoelectronic devices. 
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Recently Aslan et al. (2022) has prepared SnS thin films, derived 

from used different starting chemicals as given in Fig.2, by utilizing 

sol-gel dip coating technique. The results have shown that the 

produced films have orthorhombic pure SnS phase and secondary 

phases (SnO, SnS2, and SnO2) according to chemicals and Sn/S 

molar ratios. The presence of the secondary phases was observed in 

XRD and Raman analysis. The high-quality thin films were observed 

in thin films obtained from solution A and at molar ratio of SnS of 

1/1 (see Fig.3). 

 

Figure 2: Follow chart of the sol-gel dip coated SnS thin films, 

reproduced with permission of Elsevier, Copyright (Aslan et al. 

2022). 
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The outcomes obtained by the XRD and Raman analyses, it can be 

summarized that the synthesized thin films by sol-gel dip coating and 

using  solutions from precursor B with a Sn/S molar ratio of 1/4 

consists of only the SnS2 phase. 

According to UV-Vis analysis the results of the transmittance and 

calculated band gap (Eg) values of the SnS thin films upon on Sn/S 

ratios were presented in Figure 4a and b, indicating results from 

various solutions. As seen from these figures, the optical 

transmittance of thin films derived from solution A increases in the 

visible region as the sulfur content increases except for the Sn/S ratio 

of 1/(1/2). However, it decreases in the case of the films produced 

by solution B. 

 

Figure 3: SEM analysis of SnS thin films prepared with precursor 

solution of A and B, dependent on Sn/S molar ratios of (a) 1/1/2), 

(b) 1/1, (c) 1/2 and (d) ¼ (inset shows XRD and Raman 

measurements). Reproduced with permission of Elsevier, Copyright 

(Aslan et al., 2022). 

The optical transmittance of the two types of the films decreases 

significantly in the visible region representing these thin films 

absorb considerable light content that are important for the solar light 

driven optoelectronic and photocatalytic applications. 



 

--132-- 

 

The calculated forbidden Eg of the sample with an Sn/S molar ratio 

of 1/(1/2) is approximately 1.95 eV. This value drops to 1.35 eV for 

samples with a molar ratio of 1/1 (for precursor solution A). On the 

other hand, the Eg of films obtained from solution B with an Sn/S 

molar ratio of 1/1 was obtained as 1.8 eV. When the amount of sulfur 

in the solution results in its maximum value, the Eg enhances by up 

to 2.4 eV. The samples with the higher band gaps, obtained from 

precursor B, are thought to belong to the SnS2 phase. So, the content 

of S and secondary phases are key points for the obtained Eg values 

of the SnS thin films. 

According to Hall effect measurement all film samples derived by 

precursor solution A have p-type properties and their electrical 

resistivity and carrier concentrations, respectively are around 106 Ω 

cm and 1011 cm-3 (see Figure 5). 
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Figure 4: Optical transmittance spectrums (a) and optical band 

gaps (b) of the produced SnS thin films prepared with precursor 

solution of A and B, dependent on Sn/S molar ratios of (a) 1/1/2), 

(b) 1/1, (c) 1/2 and (d) ¼ (inset shows XRD and Raman 

measurements). Reproduced with permission of Elsevier, Copyright 

(Aslan et al., 2022). 

On the other hand, the film samples fabricated via precursor solution 

B solutions with tin (II) chloride dihydrate, the p-type feature 

samples except for with a Sn/S ratio of 1/2 and 1/4, indicating n-type 

conductivity. The electrical resistivity reduces from 9.1×105 Ωcm to 

5.2×101 Ωcm as the sulfur content in the solution increases. 

Nevertheless, while the sulfur amount in the solution is further 
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increased, resistivity enhances again. The I–V measurements of the 

bilayers obtained from the prepared thin films show ohmic and p-n 

junction behaviors. Amongst all, the best p-n junction behaviors 

were observed as shown in Figure 5. 

 

Figure 5: Hall measurement results and I–V characteristics of 

prepared bilayers prepared by Solution A (Sn/S: 1/1) and B (Sn/S: 

1/4). Reproduced with permission of Elsevier, Copyright (Aslan et 

al., 2022). 

The Zn-substituted SnS thin film derived by sol-gel dip coating as 

schematically presented in Figure 6 [ Goktas et al., 2022] is another 

good example for aim of the presented study and especially about 

optoelectronic and photocatalytic applications. In mentioned study, 

Zn-substituted SnS thin films (Sn1-xZnxS) were produced for 

different Zn substitution levels (x = 0.00–0.20). The structural 

analyses (XRD and Raman) showed that the produced films had 

orthorhombic of SnS crystalline, and the crystallization degree was 

highest for the 1 % Zn  substitution level (see Figure 7a-c). The same 

trend was also observed in SEM analysis. The presence and the 

contents of the Zn2+, Sn2+, and S2- were proved by EDX and XPS 

analyses (see Figure 7d-e). 

According to the UV-Vis and photoluminescence (PL) 

measurements the transmittance, absorbance, reflectance and PL of 
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the Sn1-xZnxS were given in Figure 8a-d, respectively. It is obvious 

that among the 1 at. % Zn substituted SnS thin film has the highest 

transmittance and PL intensity whereas it shows lowest absorbance 

and reflectivity indicating best crystalline quality as confirmed in 

XRD and SEM analysis. 

 

Figure 6: Scheme of the Sn1-xZnxS thin films procedure using sol-

gel dip coating. Reproduced with permission of Elsevier, Copyright 

(Goktas et al., 2022). 
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Figure 7:(a) XRD, (b) SEM, (c)Raman, (d) XPS, and (e) EDX 

analyses of the Sn1-xZnxS thin films. Reproduced with permission of 

Elsevier, Copyright (Goktas et al., 2022). 

The hall measurements showed that the Sn1-xZnxS thin films had p-

type conductivity. Amongst all Zn-substituted SnS thin films, the 1 

at. % Zn substituted SnS thin showed the lowest resistivity, whereas 

highest mobility and carrier concentration. 
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Figure 8:(a)Transmittance, (b)absorbance, (c)reflectance, and (d) 

PL spectra of the Sn1-xZnxS thin films. Reproduced with permission 

of Elsevier, Copyright (Goktas et al., 2022). 

The same trend was observed in the photosensitivity applications; It 

had the highest photosensitivity (225 at. %). 

In the same study the photocatalytic action of SnS and Zn substituted 

SnS nanostructured thin films were tested for the photo-degradation 

of MB under UV and solar lights. In addition, the role of pH on 

photocatalytic efficiency under UV radiation was also scrutinized. 

The results of the photocatalytic tests have indicated that the pH and 

used light type are key parameters to get highest photocatalytic 

efficacy (η) within a short time. The 1 at. % Zn substituted SnS thin 

exhibited the highest η values of  90 (at pH=11) in 210 min and  100 

(at pH=11) for 25 min for the used radiation sources of UV light and 

sunlight, respectively (see Figure 9). The observed outcomes have 

been attributed to the followings; (i) the highest crystallinity, (ii) 
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synergistic effect of pH,  (iii) active surface area, (iv) relatively low 

Sn vacancies (v) light absorption sites, and (vi) the reflectivity 

capacitance of samples.  

 

Figure 9: (a)Transmittance, (b)absorbance, (c)reflectance, and (d) 

PL spectra of the Sn1-xZnxS thin films. Reproduced with permission 

of Elsevier, Copyright (Goktas et al., 2022). 

2.1.1 Successive Ionic Layer Adsorption and Reaction (SILAR) 

technique 

SILAR deposition technique consists of main three reactions like the 

adsorption and reaction of ions that are anions and cations from 

solutions and the rinsing process, which use the deionized water to 

avoid precipitation in the solution [Soomin, 2022]. This technique 

involves four main paces such as adsorption, where the cation 
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adsorbs on the substrate facet, the first rinsing with water in which 

the excess adsorbed ions are rinsed off, the reaction process, which 

introduces the anionic ion into the system, and the second rinsing 

where the unreacted species and excess ions are pulled out (see 

Figure 10).  

 

Figure 10:The film deposition process of SILAR method 

The creation of thin films on the sample holder and regulating their 

thickness can be noticed via replicating above mentioned rounds. 

The several parameters can affect its event such as number of cycles 

during immersion, complexing agents, rinse times, concentrations of 

the precursor solutions, pH, viscosity, immersion times, and the 

nature of the used precursors. In addition, the SILAR is one of the 

simplest techniques in terms of better flexibility of substrate 

selection, large area fabrication capability, stable and adhesive film 

deposition, low processing temperature for film fabrication, and 

repeatability. This technique is very economic as it does not require 

any complicated equipment. The advantages of the SILAR method 

are as followed as; (i) including a large area deposition, (ii) could be 

performed by any substrate relatively lower at lower temperatures 
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utilizing simple process and inexpensive tools (iii), the molar ratio 

of the constituents, the film thickness, film morphology, and particle 

size can be simply regulated (iv), it is possible to save cost for the 

used materials and technique; (v) no need to vacuum conditions, (vi) 

there is perfect growth rate,  and (vii) no precipitate in the container 

after reaction completed [Soonmin, 2022]. Moreover, the structural, 

optical and electrical properties of the produced SnS based thin films 

as well as the photocatalytic applications could be affected above 

mentioned parameters, which are active in SILAR technique as 

detailed above. This section will discuss the recent advances in 

synthesis, characterization and photocatalytic properties of SnS or  

metal-doped SnS thin films by SILAR. It will explain the important 

factors affecting photocatalytic efficiency of the mentioned films. 

SILAR-deposited SnS thin films was successfully fabricated by 

Aparna et al. [Aparna, Reshma & Meril, 2024]. The deposition of 

the film samples was schematically sketched in Figure 11. 

  

Figure 11: (a) Schematic representation of the deposition of SnS 

thin films by SILAR and (b) The Images of SILAR deposited SnS 

thin films having different amounts of complexing agent (TEA). 

Reproduced with permission of Elsevier, Copyright (Aparna et al., 

2024-I). 
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The produced films were characterized by XRD, SEM, EDX, XPS, 

TGA, and Uv-Vis spectrophotometer. From the analysis it was 

observed that the SnS thin films are polycrystalline in nature with an 

orthorhombic crystal structure (Figure 12a). The surface 

morphology of the films was changed by amount of the triethylamine 

(TEA) and the grains had nanorod shapes (Figure 12b). The EDX 

(Figure 12b) and XPS (Figure 12b) analysis confirmed that the 

produced films really had Sn/Sn2+ and S/S2- atoms or ions in their 

structures. TGA analysis showed that the films were thermally stable 

up to 280 oC.  

 

Figure 12: (a) XRD, (b) SEM , (c)EDX, and (d) XPS analysis of the 

deposition of SnS thin films with 1T by SILAR. Reproduced with 

permission of Elsevier, Copyright (Aparna et al., 2024-I). 
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In addition, the optical band gap values were decreased from 2.24 to 

1.58 eV while the absorbance intensity was increased as the amount 

of the used TEA increased (Figure 13a and b). Moreover, the 

photodegradation of the MB dye with irradiation time under the 

action of SnS thin film photocatalyst was successfully performed. In 

90 min nearly 95 at. % of the MB was degraded as seen in Figure 

14a. According to the fluctuation of (C/C0) with irradiation period 

for all samples in Figure 14b, the film sample having a higher 

concentration of TEA (T8) indicated better photocatalytic activity. 

Similarly, as seen in Figure 14c, the highest rate constant (0.038 

min-1) was obtained for the same sample.  

 

Figure 13: (a) Absorbance and (d) Tauc plot of SnS thin flms. 

Reproduced with permission of Elsevier, Copyright (Aparna et al., 

2024-I). 
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Figure 14: (a) Time-dependent absorption spectra of the aqueous 

solution of MB, utilizing SnS thin films (b) C/Co, (c) degradation 

kinetics of MB dye, and (d) a schematic illustration of the dye 

degradation mechanism of the SILAR deposited SnS thin films. 

Reproduced with permission of Elsevier, Copyright (Aparna et al., 

2024-I). 

The relatively highest photocatalytic activity of the T8 sample 

is attributed to the synergic effects of the decreased band gap, 

reduced EHP recombination, increased crystallinity, and higher 

separation between photo generated electrons and holes because of 

the enhanced TEA concentration. Figure 14d shows the schematic 
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illustration of the mechanism for the photocatalytic degradation of 

dye under visible light irradiation. 

In another study of the on SnS thin films derived by modified 

SILAR method (see Figure 15 for preparation steps schematically), 

dark catalytic properties of the SnS thin films have been investigated 

[Aparna, Reshma & Meril, 2024]. In this study the using the different 

Sn molar ratios of 0.035, 0.04, 0.045, and 0.05 M were named C.035, 

C.04, C.045, and C.05, respectively. 

 

Figure 15: (a) Schematic representation of the deposition of SnS 

thin films by modified SILAR method. Reproduced with permission 

of Elsevier, Copyright (Aparna et al., 2024-II). 

The fabricated films have herzenbergate-SnS with an orthorhombic 

crystal structure and preferred orientation along the (111) crystal 

plane according to XRD analysis (see Figure 16a). These film 

compositions are composed of the Sn, S, Cl and O atoms according 

to the EDX analysis as seen in Figure 16b. Similar results were also 

observed in XPS analysis as depicted in Figure 16c. In addition, 

these films facet morphology resemble to nano-flakes that provide 
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sufficient surface coverage, and they were extremely adherent 

without clear pinholes or breaks (Figure 16d). 

 

Figure 16: (a) XRD, (b) FESEM, (c)EDX, and (d) XPS analysis of 

the deposition of SnS thin films with by modified SILAR technique. 

Reproduced with permission of Elsevier, Copyright (Aparna et al., 

2024-II). 

The optical analysis including the absorption spectra of the thin film 

samples indicated good absorption in the visible region (see Figure 

17a). Using this absorbance data, the optical bandgap of the thin film 

was tabulated utilizing the Tauc relation. The tabulated results 

showed that The deposited SnS thin films had a higher bandgap 

value than the bulk tin sulfide (1.43 eV) as seen in Figure 17b.  
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Figure 17: (a) Absorbance and (d) Tauc plot of SnS thin films. 

Reproduced with permission of Elsevier, Copyright (Aparna et al., 

2024-II). 

Moreover, the photodegradation of the MB dye with irradiation time 

under the action of SnS dark photocatalyst was prosperously carried 

out. Nearly 95 at. % of the MB was degraded in 90 min without using 

any light source as can be seen in Figure 18a. According to the 

fluctuation of the C/C0 with irradiation period for all samples in 

Figure 18b, the film sample of C. 035 exhibited better photocatalytic 

activity and relatively higher C/C0 variation. Similarly, as seen in 

inset of the Figure 18b, the highest rate constant (0.096 min-1) was 

obtained for the same sample.  

Figure 18c shows the deterioration plots of MB with and without a 

scavenger. Compared to MB solutions without scavengers, 

isopropanol-containing MB solutions had a reduced degradation 

profile due to reducing of hydroxyl radicals in the existence of 

scavengers. The stability and reusability of the presented dark 

photocatalyst were confirmed by five successive tests, the catalyst 

proved to be quite effective (Figure 18d). Even after five uses, the 

efficacy was only deteriorating by 3.5 %. 
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Figure 18: (a) Time-dependent adsorption spectra of MB dye 

solution under dark in the presence of catalyst C.035. The inset is 

the image demonstrating the decolorization of MB dye following 

each 15 min of catalytic activity, (b) Dark catalytic degradation of 

MB dye by SnS thin film catalyst. The inset shows kinetic plot of 

dye degradation, (c) Degradation of MB in the presence of 

hydroxyl radical scavenger, and (d) reusability of catalyst over five 

successive experimental runs. Reproduced with permission of 

Elsevier, Copyright (Aparna et al., 2024-II). 

The catalytic efficiency of dark catalyst SnS thin films was also 

tested against for two more major commercial dyes: rhodamine B 

(RhB)  and methyl orange (MO). Thirty percent of the RhB dye 

degrades in 30 min, and 90 % degrades in 120 min (Figure 19a), 
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whereas 87 % of the MO degraded (Figure 19b) under dark ambient 

conditions. Rather than these it was observed that there had been 

huge impact of the stirring on the degradation of the dyes as could 

be seen in Figure 19c. 

 

Figure 19: Time-dependent adsorption spectra of (a) RhB and (b) 

MO dyes solution under dark in the presence of catalyst C.035. The 

inset shows kinetic plot of dyes degradation, (c) Variation in the 

dark catalytic degradation efficiency with magnetic stirring. The 

inset shows the percentage degradation after 75 min of dark 
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catalytic reaction. Reproduced with permission of Elsevier, 

Copyright (Aparna et al., 2024-II). 

It is well known that several factors and key parameters play huge 

rules in photocatalysis such as band gap, defects, active surface area, 

crystallinity, dosage of the photocatalysts and the pH, concentration 

heating, stirring rate of organic dyes as well as used light sources and 

powers [Goktas 2023; Goktas 2024]. The impact of these parameters 

and factors were clearly observed in doped and undoped SnS thin 

films as mentioned above. The chemical reactions for the 

photocatalysis of the SnS or doped SnS thin films can be followings; 

SnS/doped SnS + UV/Solar radiation → SnS/doped SnS (h+) (1)  

SnS/doped SnS (e−) + (O2) → (*O
2−) (2)  

(*O2
− ) + H2O → *HO2 + OH (3)  

SnS/doped SnS (h+) + (OH− )→ *OH (4)  

*OH + MB/RhB/MO → CO2 + H2O (5)  

h+ + MB/RhB/MO → CO2 + H2O (6) 

When the solution bath containing any organic dye (MB, RhB, and 

MO) and SnS or doped SnS photocatalysts are exposed to UV/Solar 

light the photoinduced electrons (e−) derive from the conduction 

band (CB) of SnS or doped SnS photocatalyst films are absorbed by 

circulated oxygen within the H2O to create superoxide radicals 

(*O2
−) as given in the reaction number of (1) and (2). The created 

(*O2
−) further interact with H2O molecules and brings about 

hydroxyl radicals (*OH). The correlative interactions through the 

case process are demonstrated in the equations (3) to (4). 

Conversely, the holes (h+) created by valance band (VB) of the SnS 

or doped SnS underneath UV/Solar emission are transferred to the 

VB of SnS or doped SnS thin films, resulting in generation of the 
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(*OH) also. The interaction held during this process was presented 

in equation (4). The resolved O2 and negatively charged (*OH) inside 

the water interacts as e− and h+ forager in under the action of e−-h+ 

setting apart. Furthermore, at high value of pH=11, it is expected to 

have higher OH− ions concentration than that of pH = 4, acting like 

hydroxyl radical [Goktas, Aslan, Arslan & Kilic, 2022]. The 

presence of the high content (*OH) easily oxidize organic dyes exist 

inside the organic dye solution (equation (3) bath as well as the high 

oxidative potential of the h+, coming from SnS/doped SnS catalysts 

results in direct combustion of organic dyes (see equation (4)). At 

the end of these reactions the organic dyes will be degraded, and H2O 

and CO2 will be created according to equations 5 and 6. According 

to the above-mentioned all photocatalysts as seen in Table I the 

highest degradation rate was observed for the sol-gel derived Zn1-

xSnxS thin film photocatalyst in 25 min.  
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Table 1: The operational parameters and efficacy of the reviewed of 

doped SnS and SnS photocatalysts 

Photocatalyst 

dosage 

Dye/ 

Concentration 

Synthesis  pH 

route     

ղ /Exposure 

time 

Ref. 

SnS thin 

films/6 pieces   

MB/10-5M Sol-gel          4                 26 %/ 210 min [Goktas et 

al., 2022] 

1 % Zn 

substituted 

SnS thin 

films/6 pieces   

MB/10-5M Sol-gel          4 30 %/210 min [Goktas et 

al., 2022] 

SnS thin 

films/6 pieces   

MB/10-5M Sol-gel          11 97 %/25 min [Goktas et 

al., 2022] 

1 % Zn 

substituted 

SnS thin 

films/6 pieces   

MB/10-5M Sol-gel          11 100 %/25 min [Goktas et 

al., 2022] 

SnS thin 

films/1 piece   

MB/(10 mg/l) SILAR           6.3 97 %/90 min [Aparna et 

al., 2024-I] 

SnS thin 

films/1 piece   

MB/10 (mg/L) SILAR           6.3 100%/90 min [Aparna et 

al., 2024-II] 

SnS thin 

films/1 piece   

MO/10 (mg/L) SILAR           6.3  87%/120 min [Aparna et 

al., 2024-II] 

SnS thin 

films/1 piece   

RhB/10 (mg/L)  SILAR          6.3 90%/120 min [Aparna et 

al., 2024-II) 

As seen from Table 1, the efficacy of the various photocatalysts 

depends on the several parameters rather than crystallite size, 

defects, active surface area, and facet morphologies. These 

parameters known as operational parameters such pH, photocatalyst 

dosage, dye concentration, stirring rate of the dye solution, heating 

temperatures of the dye solution etc. It is obvious that the efficiency 
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of the Zn-substituted SnS thin films is relatively than those of others 

as given in Table 1. This is mainly because of the high pH value of 

the MB solution and used relatively higher photocatalyst dosage as 

compared with others.  
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