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CHAPTER I 

 

 

Changes in the Microenvironment of Kras Mutant 

Cancers 

 

 

Nevruz ALIS SOYLEYİCİ1 

Sabire GULER2 

 

Introduction 

Current evidence indicates that cancer cells require a 

heterogeneous tumor microenvironment consisting of cellular and 

non-cellular components for carcinogenesis and metastasis (Downs-

Canner et al., 2022). The interaction of cancer cells with these 

microenvironmental components provides them with features such 

as sustaining proliferative signals, apoptosis resistance, induction of 

angiogenesis, and immune escape. However, inflammation and 

hypoxic conditions in the tumor microenvironment significantly 

impact immunotherapy (Hanahan & Weinberg, 2011; Topcu, n.d.). 
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Oncogenic KRAS mutations have a high prevalence in 

various cancers, particularly in pancreatic ductal adenocarcinoma, 

colorectal carcinoma, and non-small cell lung cancers (Albitar et al., 

2017; Fendrich et al., 2011; Salgia et al., 2021). It has been 

demonstrated that KRAS plays a role as both an anti-inflammatory 

and pro-inflammatory regulator in the tumor microenvironment, 

directing common metabolic programs that facilitate tumor survival, 

growth, and immune escape (Beatty & Gladney, 2015; Dias 

Carvalho et al., 2018; Stewart & Abrams, 2008). 

In KRAS-mutated cancers, immune microenvironment 

elements such as T-reg, cancer-associated macrophages (CAMs), 

and cancer-associated fibroblasts (CAFs) are frequently targeted and 

signal transduction is rearranged. Since this facilitates immune 

escape, it directly affects tumor growth and development (Dias 

Carvalho et al., 2019). 

The literature search for this review was conducted in 

Crossref, PubMed, ProQuest, and Google Scholar databases to 

investigate the effects of KRAS mutations on the microenvironment. 

According to WHO data, cancer is a disease whose incidence 

and mortality rate continue to increase rapidly and is the second 

cause of death after cardiovascular diseases (Bray et al., 2021; World 

Health Organization, 2020). According to GLOBOCAN 2020 data, 

as of 2018, approximately 19.3 million new cancer cases, and 10 

million cancer-related deaths have been reported worldwide (Sung 

et al., 2021). Thirty different mutations have been reported to play a 

role in human cancers(Buday & Downward, 2008; Signatures of 

Mutational Processes in Human Cancer | Nature, n.d.). Studies in 

the literature suggest that the KRAS-G12C mutation in lung 
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adenocarcinoma is linked to smoking-related mutations. 

Additionally, there are studies that report an association between the 

lack of DNA repair in gastric and endometrial cancers and the G12D 

and G13D mutations of KRAS (Westcott et al., 2015). 

1. RAS Gene and mutations 

RAS genes were initially defined as viral genes transferred 

from the rodent genome and responsible for the oncogenic properties 

of RNA tumor viruses. Ras proteins were considered as products of 

oncogenes capable of inducing cellular transformation until 

recently(Buday & Downward, 2008; Malumbres & Barbacid, 2003). 

RAS proteins, belonging to the GTPase protein family, play 

a key role in activating signaling pathways that control cell 

proliferation, survival, and differentiation (Simanshu et al., 2017). It 

has a key role between inactive and active structures bound to GDP, 

and transmitting extracellular signals to the cell nucleus through 

growth factor receptors, primarily Epidermal Growth Factor 

Receptor (EGFR), as well as Mitogen-Activated Protein Kinase 

(MAPK), Phosphoinositide 3-Kinase (PI3K) and Stem Cell Factor 

(SCF) (Jiang et al., 2010). While Ras mutations are common in 

cancer, the frequency and patterns of mutations associated with each 

Ras gene can vary depending on the specific cancer type. Recent 

studies have confirmed that mutant RAS proteins are associated with 

many human cancer types, primarily pancreatic, colorectal, lung, and 

urogenital cancers. Mutations in the RAS gene are driving forces in 

tumor formation and development (Cox & Der, 2010; Timar & 

Kashofer, 2020). The incidence of RAS gene mutations varies from 

10% to 30% in different cancer types. Studies have shown that 

pancreatic cancers have the highest incidence of these mutations, 
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accounting for approximately 90% of cases in the literature (Buscail 

et al., 2020; Scharpf et al., 2020). For other cancers have been 

reported ~50% in colorectal adenocarcinomas and thyroid tumors, 

and ~30% in lung adenocarcinomas and myeloid leukemias (Prior et 

al., 2020; Salgia et al., 2021). 

RAS gene encodes three different RAS proteins in humans: 

Kirsten Rat Sarcoma (KRAS), Harvey Rat Sarcoma (HRAS) and 

Neuroblastoma Rat Sarcoma (NRAS). Among these, KRAS has two 

isoforms derived from RNA splicing, known as KRAS4A and 

KRAS4B. While the KRAS4B isoform is more dominant, it has been 

shown that the KRAS4A isoform is also significantly expressed in 

many tissues (Hobbs et al., 2016; Tsai et al., 2015). 

KRAS mutation is the most common oncogenic alteration 

(%21,6) in the RAS family in human cancers (Salgia et al., 2021). 

The highest incidence of KRAS mutations are pancreatic, colorectal, 

and lung cancers respectively (Hamarsheh et al., 2020; Salgia et al., 

2021). KRAS, a proto-oncogene belonging to the RAS family, 

encodes a low-molecular-weight small GTPase that plays key roles 

in the control of cellular growth and differentiation, transitioning 

with the regulation MAPK and PI3K pathways. Mutant KRAS 

remains persistently active and leads to aggressive cell growth and 

uncontrolled proliferation even in the absence of signal reception 

(Baines et al., 2011; Cazzanelli et al., 2018; Downward, 2003; 

Hamarsheh et al., 2020). 

Figure-1 depicts the proinflammatory effects mediated by the 

activation of transcription factors, cytokine production, NOD-like 

Receptor Pyrin Domain-containing 3 (NLRP3) inflammatory 

activation, and the release of chemokines induced by oncogenic 
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KRAS activation and the immune cells in the tumor 

microenvironment affected by these signals. Additionally, KRAS 

can promote the remodeling of the stroma by exerting various effects 

on endothelial cells, fibroblasts, and the extracellular matrix, thereby 

inducing metastasis (Dias Carvalho et al., 2018). 

Point mutations in the KRAS gene frequently target hotspots 

in codons 12 and 13. These mutations are commonly associated with 

various cancers and can significantly impact cell signaling and 

tumorigenesis. The most commonly observed changes among KRAS 

mutations are G12D and G12V, followed by G12R (Lu et al., 2016). 

These mutations in the oncogene either hinder the ability of KRAS 

to hydrolyze GTP or induce the conversion of GDP to GTP. This 

activation affects signaling pathways that regulate numerous 

fundamental cellular processes, including proliferation, growth, and 

survival, thereby promoting cancer progression (Haigis, 2017; 

Hobbs et al., 2016). The presence of a KRAS mutation is indeed 

often associated with poor prognosis and resistance to certain cancer 

treatments, particularly in various types of cancer. These mutations 

can affect treatment response and the overall outcome for individuals 

with cancer (Hames et al., 2016). Mutant KRAS causes resistance to 

anti-EGFR therapies, thus depriving patients of effective treatment 

options (Dias Carvalho et al., 2019; Duldulao et al., 2013; Hames et 

al., 2016). 

2. The tumor microenvironment 

It is accepted that cancer is characterized by distinct features 

such as resistance to cell death, genetic instability, and mutation 

presence, unlimited proliferation, evasion of growth suppressors, 

enhanced inflammation, altered metabolism, and angiogenesis, as 
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well as the ability to promote invasion, and metastasis (Hanahan & 

Weinberg, 2011; Mohla & Witz, 2010). However, scientific studies 

have revealed that tumor tissue is not solely composed of tumor cells 

but also includes stromal cells and non-cellular microenvironmental 

elements (Senthebane et al., 2017, 2018). 

The key processes involved in tumorigenesis include tumor 

cell proliferation, evasion of growth suppression, resistance to cell 

death, induction of angiogenesis, initiation of invasion, 

dysregulation of cellular energy, evasion of immune destruction, and 

the presence of chronic inflammation. (Lu et al., 2016). 

Hanahan and Weinberg have defined the acquired and 

essential fundamental biological capabilities that cancer cells have 

gained for their development, growth, and dissemination throughout 

the entire process, including distant metastasis, considering the 

fundamental steps of carcinogenesis. They have described these 

essential basic biological capabilities as follows (Hanahan & 

Weinberg, 2011). 

• Sustained signaling for proliferation 

• Resistance to cell death 

• Induced angiogenesis 

• Initiation of invasion 

• Infiltration 

• Reaching the lymphatic circulation (intravasation) 

and exiting the circulation to invade tissues 

(extravasation) 
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• Proliferation and progression in the metastatic site. 

Tumor formation and metastasis require a heterogeneous 

microenvironment consisting of stromal cells derived from normal 

tissue. The tumor microenvironment is a heterogeneous and complex 

organization comprising tumor, stromal, and endothelial cells; 

crosstalk between the tumor and natural/adaptive immune cells 

(Downs-Canner et al., 2022). The environment includes both cellular 

and non-cellular components. The cellular components primarily 

consist of tumor cells, mesenchymal stem cells, stromal cells, 

fibroblasts, pericytes, type 2 macrophages (M2), lymphocytes (T and 

B), adipocytes, pericytes, and follicular dendritic cells (Figure 2). 

The non-cellular components of the microenvironment include 

cytokines, growth factors, DNA and RNA, and the extracellular 

matrix. In addition, the inflammatory and hypoxic conditions present 

in the microenvironment can reduce the effectiveness of the immune 

response and contribute to drug resistance in immunotherapy 

(Topcu, n.d.). Inflammatory cells present in the microenvironment 

include T lymphocytes, NK cells, and tumor-associated M2 

macrophages. Granulocytes, mast cells, and macrophages are 

located around the tumor periphery, natural killer (NK) cells are 

found in the stroma, and T lymphocytes are situated at the border of 

the microenvironment and in lymph nodes (Senovilla et al., 2012). 

KRAS mutations have been closely associated with the modulation 

of tumor inflammation in various studies. This relationship has a key 

role in tumorigenesis, as affects immune response and the 

effectiveness of treatments (Tsai et al., 2015). Fu et al. (2021) linked 

the majority of cases of colorectal cancer with chronic inflammatory 

diseases specifically, which have a high prevalence of KRAS 

mutations. They also found a strong negative correlation between 
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KRAS mutations and infiltrating lymphocytes, inflammation, 

cytolytic activities, and Human Leucocyte Antigen (HLA) gene 

expression within the tumor (Fu et al., 2020). 

Recent studies have demonstrated that KRAS mutations can 

lead to the secretion of anti-inflammatory cytokines, including 

Transforming Growth Factor-Beta (TGF-β), Granulocyte-

Macrophage Colony-Stimulating Factor (GM-CSF), and IL-10 

(Hamarsheh et al., 2020). These cytokines contribute to maintaining 

an immunosuppressive tumor microenvironment, thereby 

supporting tumor progression. Additionally, KRAS has been 

reported to interfere with the secretion of pro-inflammatory 

cytokines, such as Intercellular Adhesion Molecule-1 (ICAM-1), 

Tumor Necrosis Factor-Alpha (TNF-α), and IL-18, which possess 

anti-tumor properties (Hamarsheh et al., 2020; Lyssiotis & 

Kimmelman, 2017; Pereira et al., 2022). 

The importance of the tumor microenvironment in cancer 

biology continues to grow because of its impact on modulating 

cancer cell activities that determine the success of tumor progression 

(Pereira et al., 2022).  

During tumor progression, tumor cells employ several 

survival strategies to proliferate under adverse microenvironmental 

conditions and evade the impact of key regulators/effectors of 

immune response to bypass anti-tumor defenses. The involvement 

of the tumor microenvironment affects lymphocyte infiltration and 

the effectiveness of the anti-tumor immune response (Beatty & 

Gladney, 2015; Chen et al., 2019; Stewart & Abrams, 2008). 

Figure 3 illustrates a scenario in which KRAS activation in 

KRAS-mutant cancer cells exerts a significant influence on various 
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components of the tumor microenvironment, thereby supporting 

cancer progression. KRAS-mutant cancer cells release molecules 

that play a role in attracting neutrophils and M1 macrophages. 

Additionally, they contribute to the accumulation of MDSCs, inhibit 

CD8+ cytotoxic T lymphocyte activation, and promote Treg 

differentiation, ultimately fostering a less reactive and more 

tolerogenic environment. Furthermore, Th17 recruitment, fibroblast 

activation, angiogenesis and endothelial cell recruitment, as well as 

ECM remodeling, are among the other microenvironmental changes 

orchestrated by mutant KRAS cells. 

While KRAS mutant cancer cells may individually affect 

tumor microenvironment components, it's crucial to recognize that 

these components are interconnected and mutually regulate each 

other's characteristics and functions. Therefore, KRAS mutant 

cancer cells likely exert a collective impact on the entire 

microenvironment by influencing one component in a correlated 

manner . 

3. The effects of KRAS mutant cancer cells on the extracellular 

matrix 

The extracellular matrix, the most abundant component of 

the tumor microenvironment, is composed of complex 

macromolecular networks that form three-dimensional 

supramolecular structures with diverse biomechanical and 

biochemical properties. It regulates cell growth, migration, survival 

and differentiation by binding to specific receptors (The 

Extracellular Matrix: Not Just Pretty Fibrils | Science, n.d.). While 

primarily defined as the scaffold that organizes tissues, it also plays 

a crucial role in regulating tissue development and homeostasis. Any 
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disruption in its homogeneity can create a favorable environment for 

neoplasia (Mammoto & Ingber, 2010; Pickup et al., 2014). 

In the early stages of cancer, the extracellular matrix 

collaborates with stromal cells, playing an anti-tumorigenic role. 

However, more recently, it tends to shift towards a pro-tumorigenic 

role, actively participating in tumorigenesis and contributing to the 

acquisition of specific cancer characteristics (Hanahan & Weinberg, 

2011; Senthebane et al., 2018). 

Fibroblast activation protein (FAP), a cell surface serine 

protease, is selectively expressed on cancer-associated fibroblasts 

and pericytes in epithelial tumors (Regulation of Fibroblast 

Activation Protein-α Expression: Focus on Intracellular Protein 

Interactions | Journal of Medicinal Chemistry, n.d.). Santos et al. 

demonstrated that genetic deletion and pharmacological inhibition 

of FAP in an immunocompetent syngeneic mouse model with K-

rasG12D-driven lung cancer inhibited tumor growth. Consequently, 

they found that FAP depletion indirectly inhibited tumor cell 

proliferation, increased collagen accumulation, reduced 

myofibroblast content, and decreased vascular density in tumors 

(Santos et al., 2009). 

Tape et al. conducted a study employing a cell-specific 

proteome tagging technique alongside multivariate 

phosphoproteomics to explore mutant KRAS signaling in pancreatic 

adenocarcinoma cells. Their investigation unveiled that the 

Hedgehog (Hh) signaling pathway, emanating from cancer cells, 

induces changes in the fibroblast proteome, prompting the 

production of extracellular matrix components such as collagen and 

MMPs. Moreover, cancer-derived Hh fosters the expression of 
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growth factors such as IGF1 and GAS6 by fibroblasts, leading to a 

non-autonomous cell signaling to cancer cells (Tape et al., 2016). 

Considering all these findings, it can be concluded that both 

systemic and local KRAS-mediated effects on the extracellular 

matrix significantly influence tumor cell motility, invasive behavior, 

and metastatic capacity. 

4. Cancer-Associated Fibroblasts (CAFs) 

CAFs play a very important role in acquiring and sustaining 

various cancer-related characteristics. These include immune 

regulation and therapy response, as well as involvement in epithelial-

mesenchymal transition, tumor growth, angiogenesis, cell migration, 

invasion, metastasis, and remodeling of the extracellular matrix 

(Quail & Joyce, 2013; Ziani et al., 2018). Studies conducted on 

pancreatic cancer models have shown the role of KRAS in mediating 

fibroblast activation through the Hh signaling pathway, and it has 

been reported that the Hh pathway reduces stroma in pancreatic 

ductal carcinoma (Fendrich et al., 2011). In another study by Ji et al., 

they showed that the activation of the Hh pathway by oncogenic 

KRAS promotes tumorigenesis in a pancreatic cancer model (Ji et 

al., 2007). 

5. Immunity and KRAS 

One of the immune evasion mechanisms associated with 

KRAS-mutant cancer cells, which is the decreased expression of 

major histocompatibility complex class I (MHCI) leading to 

impaired antigen presentation capacity (Atkins et al., 2004). 

Additionally, the up-regulation of Programmed Death Ligand 1 (PD-

L1), inhibits T-cell recognition, contributing to immune evasion. 
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These cells also exhibit increased expression and secretion of 

various inflammatory cytokines. 

An inflammatory cytokine, Chemokine CXC Ligand-3 

(CXCL3), interacts with the Chemokine CXC receptor-2 (CXCR2) 

on myeloid-derived suppressor cells (MDSCs), which leads to the 

preservation and buildup of these immunosuppressive cells (Purohit 

et al., 2016). The accumulation of MDSCs in the tumor 

microenvironment is linked to granulocyte-macrophage colony-

stimulating factor (GM-CSF). 

Moreover, the increased expression of TGFβ1 and IL-10 

contributes to immunosuppression by promoting the conversion of 

CD25−CD4+T cells into CTLA4+/FOXP3+/CD122+Tregs (Figure 

4). 

Recent research in lung cancer has shown a correlation 

between PD-L1 expression, KRAS mutations, a history of smoking, 

and wild-type EGFR (Huynh et al., 2016). The up-regulation of PD-

L1 can be linked to the activation of the KRAS-mediated ERK 

signaling pathway. However, it's worth emphasizing that the 

association between KRAS and PD-L1 expression levels could be 

influenced by other gene mutations commonly associated with lung 

cancer, such as STK11/ LKB1 and P53/ (Dong et al., 2017; Koyama 

et al., 2016; Skoulidis et al., 2015). 

In a 2018 study conducted by Falk et al., which included 219 

patients with lung adenocarcinoma, the relationship between specific 

mutant KRAS proteins and immunity was examined. The study 

revealed that there was a relatively lower incidence of PD-L1 

expression (24%) in KRAS-mutant lung adenocarcinoma compared 

to the reported PD-L1 expression rate in the general population of 
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lung adenocarcinoma (50%). However, they did note a higher 

incidence of PD-L1 expression in patients exposed to tobacco 

compared to those who had not previously used tobacco (Falk et al., 

2018). 

In their research on mesenchymal KRAS-p53 mutant lung 

cancer, Konen et al. found that neurotrophic receptor tyrosine 

kinase-1 (NTRK1) expression is increased in tumors treated with 

PD-1 inhibitors. Their study revealed that NTRK1 regulates the 

JAK/STAT signaling pathway, leading to the upregulation of PD-L1 

expression on tumor cells (Konen et al., 2019). Consequently, this 

leads to the exhaustion of CD8+ T cells in the tumor 

microenvironment. 

Although data is limited, the relationship between PD-L1 and 

PD-1 expression with KRAS activation has been explored in two 

other cancer models, namely pancreatic and colorectal cancers, 

where KRAS mutations are highly prevalent. Studies have indicated 

that in pancreatic cancer, KRAS activation is associated with 

increased PD-1 expression (PD-1/PD-L1 Expression and 

Regorafenib Clinical Efficacy on Refractory Pancreatic Cancer 

Patient. | Journal of Clinical Oncology, n.d.). In contrast to lung and 

pancreatic cancers, the current data suggests that KRAS mutations 

in colorectal cancers are predictive of low PD-L1 expression and 

weak immune infiltration (Albitar et al., 2017). 

The positive correlations observed between KRAS mutations 

and the expression of the PD-1/PD-L1 immunosuppressive axis in 

lung and pancreatic cancers suggest a high likelihood of disrupting 

the progression of KRAS-mutant tumors with these therapeutic 

strategies. These findings provide an instructive model for targeting 
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this specific tumor group by disrupting their interactions with 

microenvironment components. 

However, in colorectal cancer, the presence of KRAS 

mutations may indicate the limited effectiveness of anti-PD-1/PD-

L1 therapy. These results emphasize the potential of blocking the 

PD-1/PD-L1 axis as a promising treatment strategy to restore an 

active immune response in a subset of patients with lung 

adenocarcinoma. This group faces limited treatment options and 

may harbor KRAS mutations or lack widespread molecular 

alterations. 

6. Conclusion 

In conclusion, the studies mentioned above demonstrate the 

impact of KRAS mutations on constructing a favorable immune 

microenvironment that supports evasion from immune surveillance 

and promotes disease progression. From a clinical perspective, these 

observations are of critical importance as they pave the way for a 

better understanding of how KRAS activation influences the 

response to immunotherapeutic approaches. These findings offer 

valuable insights into how to target specific tumor groups by 

disrupting their interactions with microenvironment components. 
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Figure 1: Proinflammatory effects of KRAS-induced inflammation 

in cancer. 

*Adapted from Dias-Carvalho et al., 2018 

 

Figure 2: Components of the tumor microenvironment. 

*Adapted from Dzobo et al., 2023 
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Figure 3: Paracrine effects of KRAS-mutant cancer cells. 

*Adapted from Dias-Carvalho et al., 2018 

 

Figure 4: KRAS-driven immunosuppressive tumor 

microenvironment. 

*Adapted from 

https://www.science.org/doi/abs/10.1126/science.1176009 
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CHAPTER II 

 

 

Taste Buds 

 

 

Seçil Nazife PARLAK1 

 

Introduction 

Taste is a sensory system that begins in the mouth and 

involves taste buds which contain chemoreceptors. These receptors 

react with saliva, transmitting sensory information to the brain where 

taste perception is processed. The tongue, cheeks, and other parts of 

the mouth have papillae housing the taste buds, with the tongue 

being the most sensitive organ. There are four types of papillae: 

filiform, fungiform, foliate, and circumvallate. Some of these play a 

role in the sense of taste and contain taste buds. 

Taste buds consist of four distinct types of cells: type I 

supportive cells, type II receptor cells, type III presynaptic cells, and 

taste cell precursors. Type I cells support and regulate the ionic 

environment, type II cells detect sweet, umami, and bitter tastes 
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through specific receptors, and type III cells, which are least 

common, form synapses with nerve fibers and detect sour tastes. 

Taste cell precursors differentiate into the three main cell types 

within the taste buds. 

Recent studies show that taste receptors are also found in 

non-taste organs like the digestive tract, pancreas, heart, brain, and 

respiratory system.  

The sense of taste 

Taste is a sensory system that begins in the mouth and 

extends to the brain, where taste sensations are perceived (Trivedi, 

2012). Throughout the process of food consumption, this system 

functions when ingesting substances through the mouth and 

experiencing taste perception. Substances that are ingested undergo 

a chemical reaction with saliva whereby the substances stimulate the 

cells acting as receptors in specialized structures called taste buds. 

Their stimulation is achieved with chemoreceptors located in the cell 

membranes that allow for taste sensation (Sizer, 2012). From the 

ingested food and beverages, sensory information from the sense of 

taste, smell, and trigeminal nerve stimulation are transferred to the 

taste cortex in the brain. After this information is processed, the taste 

of the substance ingested and the pleasure it gives are identified. 

Taste is sensed from the main and most dense part of the tongue, 

from the inside of the cheeks, the upper part of the waist, and the 

small tongue. On the tongue, papillae contain up to 80% of the taste 

buds, 10% are on the soft palate, and 10% scattered on other intraoral 

organs. 
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Histological evaluation of the tongue and taste sensors 

Histological evaluation of the tongue, the most sensitive taste 

organ, showed that it is covered with thousands of small folds and 

projections. There are four types of these structures, which can be 

seen with the naked eye and are called papillae (Chiego Jr, 2013). 

These include filiform (filamentous), fungiform (mushroom-

shaped), circumvallate (V-shaped grooved), and foliate (leafy) 

papillae. Filiform papillae are thread-shaped, small, long, cone-

shaped, numerous, and dispersed throughout the tongue's surface. 

These structures are usually keratinized and lack taste receptors 

(Gartner, 2020). Fungiform papillae are mushroom-shaped papillae 

that have a smooth and expanded top surface on the upper side and 

narrow stalks on the lower side of the tongue. They are irregularly 

distributed between the filiform papillae and the first two thirds of 

the tongue include fungiform papillae. Human foliate papillae are 

not well developed, form parallel ridges and grooves on the posterior 

surface, and are home to numerous taste buds on the tongue's lateral 

and upper regions. Circumvallate papillae are large and circular with 

smooth surfaces and extend over the other papillae (Yıldız & 

Özdamar, 2009). The circumvallate papillae are situated on a V-

shaped area on the back third of the tongue. There is a deep groove 

covering the basal portion of the tongue and the epithelium is not 

keratinized. Taste buds are abundantly located at the top of the 

fungiform papillae and in small numbers on the sides of the 

circumvallate and foliate papillae (Rhoades & Bell, 2012). In total, 

there are about 10000 taste buds in these papillae. The papillae are 

specialized to sense sweet tastes at the tip of the tongue, sour and 

salty tastes on the sides, bitter tastes at the back, and umami taste on 
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the front two-thirds. The tastes are sensed by receptor cells in the 

taste buds.  

Cell morphology in taste buds  

A single taste bud is an average of 70 µm in height, 40 µm in 

diameter, and is an onion-like spherical structure consisting of up to 

50 cells (Rhoades & Bell, 2012). A flavor hole, or pore, is located at 

the tip of the apex of the taste buds, which are exposed to the 

epithelial surface. Four different types of cells are found inside taste 

buds: precursor cells for taste cells, type I supporting (glial-like) 

cells, type II receptor cells, and type III synaptic cells. Within the 

taste buds, there are other cells apart from taste cell progenitors. 

These cells extend from the taste buds’ pore to the basal lamina. The 

shape of their apical ends is conical, and they have microvilli 

reaching the taste hole, greatly increasing the surface area. From the 

lateral sides of their apical surface, the cells are connected by tight 

junctional complexes. Type I supporting cells have histological 

features resembling the two aforementioned two cell types, although 

these cells do not have synaptic connections. These three cell types 

have a lifespan of approximately 10 days and are regenerated by 

differentiation of taste cell precursor cells at the base of the taste 

buds into basal cells. The relocation of taste cells that synapse with 

the growing basal cell causes the synapses to break and new ones to 

form. Some of these cells are found at the basal ends of the taste 

buds’ synapse with cranial VII (facial), IX (glossopharyngeal), and 

X (vagus) nerves. These nerves provide information to the solitary 

nucleus, thalamus, insula, cingulate cortex, and limbic system 

(Bradley & Grabauskas, 1998; Smith, LI, & Davis, 1998). It is 

thought that these connecting cells are secondary receptors used as 
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hair cells in the ear as an example and therefore, are anatomically 

different from afferent sensory nerves. Approximately 50 afferent 

nerve fibers enter the taste bud and branch and synapse with multiple 

such cells. 

Type I supportive (glial-like) cells  

The supporting framework of taste buds is made up of type I 

supportive (glial-like) cells, which account for the majority of cell 

types present and are believed to function in clearing 

neurotransmitters (Perea-Martinez, Nagai, & Chaudhari, 2013). 

Type I supporting cells have distinctive electrophysiologic 

characteristics—they do not have voltage-gated Ca2+ currents but 

accommodate tiny inward and outward voltage-gated K+ and Na2+ 

currents (Spector, Travers, & Norgren, 1993). These cells include 

amiloride-sensitive sodium channel subunit α (α-ENaC), which is 

thought to be the primary mediator of low salt perception 

(Chandrashekar, 2010; Vandenbeuch, Clapp, & Kinnamon, 2008). 

In mice, the deletion of α-ENaC in taste bud cells led to a total loss 

of behavioral salt attraction (Chandrashekar, 2010). However, the 

precise signaling pathways that are triggered when a low-salt 

substance enters type I promoter cells and how these cells interact 

with nerve fibers remain a mystery. In addition to expressing α-

ENaC, these cells also have a membrane-bound ATPase expressed 

on their surface, which inhibits the release of ATP from nearby cells. 

Within the taste bud, type I cells form a lamellar configuration that 

encloses and sits between the other cell types. These cells are 

hypothesized to regulate the distribution of cell signaling molecules 

along the taste bud, maintain the ionic environment, and isolate ion 

fluctuations to certain parts of the taste bud (Finger, 2005; Pumplin, 
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Yu, & Smith, 1997). Type I supporting cells that detect salty taste 

and are tightly wrapped around other cells inside the taste bud are 

localized in the membranes where NTPDase2 (+) expression is 

found (Miura, Scott, Harada, & Barlow, 2014). 

Type II receptor cells 

Type II receptor cells are the second most common type of 

sensory cell of the tongue. They express receptors for umami, bitter, 

and sweet taste sensations (DeFazio, 2006; Tomchik, 2007; Yoshida, 

2006). TAS1Rs are heterodimeric GPCRs that are made up of three 

receptor types that sense sweet and umami flavors: taste receptor 

type 1 receptor 1 (TAS1R1), TAS1R2, and TAS1R3. While sweet 

flavors (such as fructose, sucrose, glucose, plus artificial sweeteners 

like sucralose etc) activate the heterodimeric receptors TAS1R2 and 

TAS1R3 (Jiang, 2004; Max, 2001; Nelson, 2001; Xu, 2004), umami 

flavors (such as meat, meat broth, glutamate, mushrooms, and L-

amino acids) do the same for the heterodimeric receptors TAS1R1 

and TAS1R3 (Li, 2002; Nelson, 2002; Xu, 2004). Caffeine, 

denatonium benzoate, and quinine are examples of bitter tastes that 

are detected by GPCRs belonging to the taste receptor type 2 

(TAS2R) family, which has around 30 members (Behrens,  2007; 

Chandrashekar, 2000; Meyerhof, 2010). Type II receptor cells only 

react to sweet, umami, or bitter gustatory chemicals because each 

receptor cell expresses a specific member of the TAS1R or TAS2R 

family (each cell that senses bitter taste can express TAS2Rs). To 

sense sweet, umami and bitter tastes, type II cells express GPCRs 

and downstream effectors that help mediate inositol-mediated Ca2+ 

signaling (Perea-Martinez, 2013). However, the cytoplasm of these 

cells contains PLCβ2 and the protein that is removed from the nuclei 
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of taste cells that contain PLCβ2 (+). Conventional synapses of 

afferent nerve fibers are not formed by type II cells. Conversely, 

these cells can release ATP through semi channels, which can 

subsequently trigger the activation of purinergic receptors (P2N2 

and P2X3) present on the nerve fibers of the cranial nerves that 

supply each taste bud. 

Type III presynaptic cells 

Type III cells that most closely resemble neurons are called 

presynaptic cells and are the least common of this cell type. Type III 

cells are unique among taste bud cells in that they form traditional 

neural synapses via afferent sensory nerve fibers. Similar to neurons, 

these cells have voltage-gated Ca2+ channels and when they 

depolarize, they release norepinephrine, γ-aminobutyric acid 

(GABA), serotonin, and vesicular acetylcholine (Dvoryanchikov, 

2011). Additionally, they express channels for polycystic kidney 

disease 1-like 3 (PKD1L3) and 2-like 1 (PKD2L1) protein, which 

are both involved in the perception of sour (acidic) taste 

(LopezJimenez, 2006). Mice lacking PKD2L1-expressing type III 

cells either showed no response at all or showed reduced sensitivity 

to acidic substances (ie, citric acid) (Horio, 2011; Huang, 2006). 

Increased salt concentrations allow type II cells to sense bitterness 

and type III cells to sense sourness (Miura, Kusakabe, & Harada, 

2006). NCAM expression is seen on the surface of type III cells 

when responding to sour stimuli, and NCAM signals some of the 

nerve fibers that extend to the buds. 

Taste cell precursors 

A tiny, diverse collection of cells known as taste cell 

progenitors are found around the base of the taste bud. It is no longer 
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believed that this group of cells is only found at the base of the taste 

bud despite being originally thought to represent particular 

progenitor cells for types of differentiated taste bud cells (Castillo, 

2014; Liu, 2013; Oka, 2013; Perea-Martinez, 2013). Taste cell 

progenitors are lengthy, postmitotic cells that proliferate outside of 

taste buds and originate from K5+/K14+/Gli1+ keratinocytes. 

Following their last division, cells with their fate determined as taste 

cells enter the taste buds and mature into taste bud precursors, which 

are oval cells in the basal compartment of the taste bud comprising 

sonic hedgehog protein (SHH). After mitosis, SHH+ cells can 

differentiate into all three types of taste cells and then become non-

tasting epithelial cells (Barlow & Klein, 2015). Taste bud cell 

differentiation is regulated by SHH. Within taste buds, SHH-

expressing cells communicate with SHH-responsive cells outside the 

taste bud, which express zinc finger protein (GLI1) and patched 1 

(PTCH1). The taste buds on the adult mouse tongue are surrounded 

by several fields of SHH-responsive cells (Li, 2002). Cells 

expressing SHH in taste buds are progenitors to three other cell 

types, as shown by lineage-tracing experiments (Castillo, 2014). The 

lineage of taste bud cells were confirmed to be outside the taste bud 

in another investigation where relatively few (<10%) cells were 

shown to grow in taste buds (Perea-Martinez, 2013). Therefore, the 

small cells at the base of the taste buds are not progenitor cells, but 

are immature precursor cells and taste cells. 

Cells containing taste receptors external to taste buds 

Taste receptors have been found in various organs that lack 

taste in addition to taste bud cells. Recent studies have shown ectopic 

localization of these taste receptors and some non-taste related 
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physiological functions have been identified. There are two types of 

ectopic expressions of taste receptors: those expressed in taste bud-

like cells outside the taste buds and expression in non-taste related 

cells, such as in the brain, urinary bladder, pancreas, heart and so on 

(genuine-ectopically expressed taste receptors). 

Taste receptor expression in taste bud-like cells  

Tufts are a unique epithelial cell population that has a 

specific tubulovesicular system characterized by a narrowed apical 

surface and blunt, elongated microvilli protruding from this surface 

(O'Leary, Schneider, & Locksley, 2019). They have been observed 

to be distributed throughout the epithelial mucosa, digestive tract, 

upper and lower respiratory tract, urinary tract, and have even been 

observed in the thymus (Haber, 2017; Howitt, 2016; Lee, 2014; 

Miller, 2018; Plasschaert, 2018; Saunders, 2014). Tuft cells are also 

known as brush cells or solitary chemosensory cells (SCCs), 

depending on where they are found (Deckmann, 2014; Hollenhorst, 

2022; Saunders, 2014; Tizzano, 2011; Zheng, 2019). Tuft cells are 

divided into two categories (Haber, 2017; Montoro, 2018). Tuft-1 

cells and tastebud type II receptor cells share several transcriptome 

characteristics. Conversely, Tuft-2 cells show immune-related gene 

enrichment (Haber, 2017; Xiong, 2022). Tuft-1 cells are the primary 

source of expression for taste receptors and their subclassifications. 

This categorization holds true for many organs, such as the digestive, 

respiratory, and urinary systems, and also the thymus (Haber, 2017; 

Miller, 2018; Montoro, 2018). Tuft cells resemble taste buds given 

their similar shape, gene expression, and signalling pathways 

(Gerbe, 2016; Matsumoto, 2011; Yamashita, 2017). These 



--40-- 

 

subclassifications require further investigation of tuft cells in other 

organs. 

Genuine-ectopically expressed taste receptors 

Sensing a range of intestinal luminal nutrients, intestinal 

epithelial enteroendocrine cells (EECs) secrete neuropeptides and 

hormones, such as glucagon-like peptide-1 (GLP-1), serotonin, and 

cholecystokinin (CCK) to produce interoceptive hunger-satiety 

signals and regulate metabolic responses. Recently, results of single-

cell RNA transcriptomics experiments have proposed that 

enteroendocrine cells could be sweet taste receptors. Experiments 

including the sorting of CCK-GFP-labeled cells and single-cell qRT-

PCR revealed that approximately 20% of CCK-positive cells 

produced substantial quantities of Tas1r3 (Buchanan, 2022). 

Pancreatic β-cells release insulin in response to foods (eg, 

fructose), artificial sweeteners (eg, saccharin), and changing blood 

glucose levels (Zorlu, 2018). In mouse pancreatic islets, fructose 

triggers the release of insulin. Mice injected with fructose stimulate 

insulin secretion, either in the presence or in the absence of glucose. 

Remarkably, Tas1r2 or Tas1r3 genetic ablation alters glucose 

sensitivity and insulin release.  

Some glucose-sensing neurons also express sweet taste 

receptors, however, the majority of the chemical components that 

these neurons use to detect glucose in the brain are comparable to 

those found in pancreatic β-cells (Ashford, Boden, & Treherne, 

1990). The precise cell types expressing sweet taste receptors in the 

brain remain unknown, despite RT-PCR studies supporting their 

expression (Kohno, 2016). According to a study by Jang et al., 

(2021), Tas1r2 expression was found in neurons expressing 
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proopiomelanocortin (POMC) in the hypothalamus, which senses 

excess body energy input. Tas1r2 expression was also found in 

neurons expressing agouti related peptide (AgRP), which opposes 

the function of POMC neurons and indicates body energy depletion. 

Beyond these hypothalamic neurons, a neuronal and non-neuronal 

population of cells throughout the entire brain exhibited increased 

Tas1r2 expression. This population included circumventricular 

organs, such as the organum vasculosum lamina terminalis, 

subcommisural organ, subfornical organ, area postrema, and median 

eminence (ME) (Jang, 2021). Similarly, it was shown that several 

brain regions expressed other taste receptors, including Tas1r3 and 

Tas2rs, which binds to Tas1r2 (Herrera Moro Chao, 2016; Singh, 

2011). 

Both human and mouse Tas1r2 and Tas1r3 expression has 

been reported in bladder urothelial layer umbrella cells. Artificial 

sweeteners, such saccharin, have been shown to increase smooth 

muscle contraction in murine bladder, and detrusor smooth muscle 

cells have been observed to express bitter taste receptors (Elliott, 

Kapoor, & Tincello, 2011). 

Umami receptor subunits were found to be somewhat 

expressed in cardiac fibroblasts and bitter taste receptor expression 

was found in cardiomyocytes (Foster, 2013). Tas1r1 and Tas1r3 

(that contain the umami receptor) and distinct subsets of type 2 taste 

receptors (TAS2/Tas2) were found to be expressed in rodent and 

human heart tissues as shown by RT-qPCR (Foster, 2013). Taste 

receptors are thought to act as metabolite and nutrient sensors in the 

heart. 
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Studies have shown that several bitter taste receptors 

(TAS2Rs) are highly expressed in human airway smooth muscle. 

Bitter-tasting compounds have shown greater potency in inducing 

airway smooth muscle relaxation in vitro and tracheal tension in 

vivo. In mouse models of asthma, the administration of bitter 

chemicals in aerosol form reduced bronchial hyperresponsiveness 

and allergic airway inflammation. Conversely, the L-type Ca2+ 

channel that mediates bronchoconstriction was attenuated by the 

canonical taste receptor signalling pathway ( Deshpande, 2010; 

Deshpande, 2011). 

In vascular smooth muscle cells, few bitter taste receptors 

also express TAS2R, and TAS2R agonists have been shown to have 

profound effects on vascular smooth muscle (Manson, 2014). Since 

TAS2R expression levels are similar to those of the α1A 

adrenoceptor (essential for smooth muscle contraction) and because 

they evoked muscle relaxation in an antagonistic manner against the 

receptor, it is suggested that bitter taste receptors play a role in 

smooth muscle cells and that bitter tastes have an endothelium-

unrelated effect on smooth muscle that induces relaxation (Manson, 

2014). 

Conclucion 

This widespread presence of taste receptors suggests that the 

sense of taste is integral not only to food perception but also to 

broader physiological processes. It highlights the adaptability of 

sensory systems in performing diverse functions across different 

tissues and organs. 

Overall, the sense of taste is a multifaceted sensory system 

involving intricate cellular and molecular interactions. The 
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discovery of taste receptors in non-taste organs opens new avenues 

for understanding how taste perception influences various bodily 

functions and contributes to overall health and well-being. This 

expanding knowledge underscores the importance of taste receptors 

beyond their traditional role in the gustatory system. 
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Introduction 

 Neurological diseases encompass various disorders that 

affect the central and peripheral nervous systems, leading to severe 

health issues. Neurological conditions like Alzheimer’s disease, 

Parkinson’s disease, epilepsy, multiple sclerosis (MS), and 

amyotrophic lateral sclerosis (ALS) affect different components of 

the nervous system, reducing individuals' quality of life and limiting 

daily activities. Diagnosis and treatment processes for these diseases 

are highly complex due to their distinct etiologies, 
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pathophysiologies, and clinical symptoms (Ropper & Samuels, 

2009). 

The importance of neurological diseases extends beyond 

their direct effects on health and quality of life, as they also impose 

significant societal and economic burdens. According to the World 

Health Organization (WHO), neurological disorders are among the 

leading causes of disability worldwide, placing substantial financial 

strain on healthcare systems (World Health Organization, 2006). For 

instance, degenerative neurological diseases like Alzheimer’s not 

only demand long-term care but also increase healthcare expenses, 

significantly affecting both patients’ families and healthcare systems 

(Prince et al., 2015). 

The treatment and management of neurological diseases 

require a multidisciplinary approach, involving fields such as 

neuroscience, genetics, pharmacology, and rehabilitation. Advances 

in neuroscience research have provided deeper insights into the 

functioning of the nervous system and the mechanisms of 

neurological diseases. These developments have enabled significant 

progress in creating new treatment strategies and improving patients' 

quality of life (Kandel et al., 2013). 

Neurological Diseases: Definition and Importance 

Neurological diseases encompass a range of disorders 

affecting the central and peripheral nervous systems. They impact 

various components of the nervous system, including the brain, 

spinal cord, nerves, and muscles. Common neurological disorders 

include Alzheimer’s disease, Parkinson’s disease, epilepsy, multiple 

sclerosis (MS), and amyotrophic lateral sclerosis (ALS). Each 

disease has unique etiologies, pathophysiologies, and clinical 
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symptoms, complicating the diagnosis and treatment processes 

(Ropper & Samuels, 2009). 

 The significance of neurological diseases can be understood 

not only through their direct effects on individuals’ health and 

quality of life but also through their societal and economic impacts. 

According to the World Health Organization (WHO), neurological 

disorders are among the leading causes of disability globally, placing 

considerable financial demands on healthcare systems (World 

Health Organization, 2006). For example, degenerative neurological 

diseases like Alzheimer’s significantly impact both caregivers and 

healthcare systems due to long-term care requirements and increased 

healthcare expenditures. The implications of these diseases on public 

health make the development of early diagnosis and effective 

treatment methods critical (Prince et al., 2015). 

The treatment and management of neurological diseases 

necessitate a multidisciplinary approach involving fields such as 

neuroscience, genetics, pharmacology, and rehabilitation. Advances 

in neuroscience research have deepened our understanding of 

nervous system functioning and the mechanisms underlying 

neurological diseases. These advancements have enabled significant 

steps toward developing new therapeutic strategies and improving 

patients’ quality of life (Kandel et al., 2013; Kısadere et al., 2022). 

Innovations in neuroprotective treatments (Kısadere et al., 2019, 

Kısadere et al., 2021; Hatipoğlu et al., 2024) and regenerative 

medicine, in particular, promise transformative changes in the future 

management of neurological diseases. 
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The Importance of Research Models 

Research models play a critical role in understanding 

fundamental biological processes and disease mechanisms in 

scientific studies. These models provide tools to investigate 

biological events that cannot be directly observed in humans. In vivo 

and in vitro models allow for detailed exploration of these processes, 

enabling the development of new treatments and the improvement 

of existing therapies (Hughes, 2008). Exosomes, as highlighted by 

Kanan et al. (2022), have been increasingly recognized as critical 

biomarkers and mediators in the progression of neurodegenerative 

diseases, providing a novel perspective on the interplay between 

cellular mechanisms and disease pathophysiology. 

In Vivo Models 

In vivo models involve experiments conducted on living 

organisms, enabling researchers to study the holistic responses of an 

organism. In neurological diseases, animal models are frequently 

used to understand the complex structure and functions of the 

nervous system. These models can realistically simulate disease 

progression and treatment responses, providing researchers with in-

depth insights into the etiology and pathophysiology of diseases 

(Van der Staay, 2006). 

In Vitro Models 

In vitro models involve experiments conducted in controlled 

laboratory environments, such as cell cultures. These models enable 

the detailed study of specific cellular and molecular mechanisms. 

When conducted using human cells, in vitro models yield results 

more closely aligned with human biology, facilitating a better 

understanding of cellular interactions and biochemical processes 
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(Breslin & O'Driscoll, 2013). Additionally, in vitro models offer 

ethical and cost advantages, as they do not require live animals and 

are highly reproducible. 

The importance of research models is evident in the 

discovery of new therapeutic approaches and the optimization of 

existing treatments. For instance, research on Alzheimer’s disease 

using both in vivo and in vitro models has enhanced understanding 

of the disease's pathological characteristics and potential treatment 

targets (Karran & Hardy, 2014). These models have facilitated the 

development of neuroprotective agents and other therapeutic 

strategies to slow disease progression. 

In Vivo Models 

Definition and Overview 

In vivo models refer to scientific research conducted on 

living organisms. These models are used to understand disease 

pathophysiology, test new treatments, and examine biological 

processes. In vivo studies provide researchers with the opportunity 

to observe an organism's overall responses and complex biological 

interactions. These models are considered a critical component of 

preclinical research and are used to evaluate the safety and efficacy 

of new drugs (Hughes, 2008). Moreover, in vivo models offer a 

unique platform to study the complex interactions of genetic, 

environmental, and pharmacological factors. For instance, they are 

used to investigate the effects of environmental toxins on 

neurological diseases, helping to identify environmental risk factors 

(Perlman, 2016). 
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Commonly Used In Vivo Models 

Rodent Models 

Rodents, such as mice and rats, are widely used in 

neurological research due to their genetic similarity to humans and 

short reproductive cycles. These models are employed to study the 

mechanisms of neurological diseases like Alzheimer’s, Parkinson’s, 

epilepsy, and multiple sclerosis. For example, the 5xFAD mouse 

model is commonly used to investigate the pathological features and 

cognitive impairments associated with Alzheimer’s disease (Oakley 

et al., 2006). Rodent models' ability to be genetically manipulated 

provides a significant advantage in studying the roles of specific 

genes in disease processes. Additionally, behavioral tests enable the 

assessment of cognitive and motor functions, which is critical for 

examining the functional effects of diseases (Eichenbaum, 2016). 

Primate Models 

Primates, such as macaques, play a vital role in neurological 

research due to their close genetic and physiological similarities to 

humans. These models are particularly valuable for studying 

complex brain functions and behaviors. For example, primate 

models have been instrumental in testing innovative therapies like 

deep brain stimulation for Parkinson’s disease (Emborg, 2007). 

Primate models provide accurate representations of human social 

behaviors and cognitive processes, offering significant advantages in 

studying psychiatric and neurodegenerative diseases. However, their 

use is limited due to high costs and ethical concerns (Phillips et al., 

2014). 
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Other Animal Models 

In addition to rodents and primates, other animals such as 

zebrafish, rabbits, and pigs are used in neurological research. 

Zebrafish are particularly favored for developmental neurobiology 

and genetic studies, while pigs and rabbits are used for their larger 

brain structures and complex behaviors. For example, zebrafish 

models are widely used to study neurotoxicity and neurogenesis 

(Kalueff et al., 2014). Pig models, due to their anatomical and 

physiological similarities to the human brain, are utilized in the 

development of neurosurgical techniques and brain imaging studies. 

Rabbit models are often employed in neuropathology and testing 

neuroprotective agents (Swindle et al., 2012). 

Advantages and Disadvantages 

The primary advantage of in vivo models is their ability to 

examine an organism’s holistic biological responses and complex 

system interactions. This is critical for understanding the natural 

progression of diseases and responses to treatments. However, in 

vivo models also have disadvantages, including ethical concerns, 

high costs, and limited ability to fully replicate human diseases. 

Furthermore, results obtained from animal models are not always 

directly translatable to humans due to genetic and physiological 

differences, which can make predicting clinical challenges more 

difficult (Bailey et al., 2014). 

Example Studies 

One example is the use of the 5xFAD mouse model in 

Alzheimer’s research. This transgenic model carries mutations in 

human APP and presenilin genes, leading to early accumulation of 

amyloid-beta plaques and cognitive impairments, making it ideal for 
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studying the pathological processes of Alzheimer’s disease (Oakley 

et al., 2006). Another example is the use of primate models in 

Parkinson’s disease research, where MPTP-induced Parkinson’s 

models replicate motor symptoms and neurodegeneration observed 

in humans, providing critical insights for testing new therapeutic 

strategies (Emborg, 2007). Additionally, studies using zebrafish 

models have provided valuable insights into neurogenesis and the 

regenerative capacity of neural cells, aiding the development of 

neuroprotective agents (Kalueff et al., 2014). 

In Vitro Models 

In vitro models refer to experiments conducted on cells or 

biological molecules in controlled laboratory environments. These 

models are used to investigate the mechanisms of biological 

processes and diseases in detail. In in vitro studies, cells, tissue 

slices, or biochemical components are manipulated under laboratory 

conditions to perform various experiments. This approach allows 

researchers to isolate and closely examine specific cellular and 

molecular mechanisms (Breslin & O'Driscoll, 2013). Additionally, 

in vitro models provide high-throughput screening methods for drug 

development, enabling the rapid and efficient evaluation of new 

therapeutic agents (Pampaloni et al., 2007). 

Commonly Used In Vitro Models 

Cell Culture Models 

Cell culture models are among the most commonly used in 

vitro systems in biological research. In these models, cells are grown 

in appropriate culture media under laboratory conditions, allowing 

researchers to directly observe cellular activities, gene expression, 

and drug effects. Studies using neural cells (neurons, glial cells) are 
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employed to investigate the mechanisms of neurodegenerative 

diseases and potential therapeutic targets. For example, the SH-

SY5Y human neuroblastoma cell line is frequently used as a model 

in Parkinson's disease research (Xicoy et al., 2017). Cell culture 

models are also utilized to study the effects of environmental stress 

factors (e.g., hypoxia or toxins) on cell health, contributing to a better 

understanding of disease pathophysiology (Gstraunthaler, 2003). 

Organotypic Cultures 

Organotypic cultures involve culturing organ or tissue slices 

in laboratory settings, providing models with in vivo-like three-

dimensional structures and cellular organization. These models 

enable the realistic study of tissue-level interactions and functions. 

Brain slice cultures, in particular, are used to investigate the structure 

and functions of neural networks. Hippocampal slice cultures are an 

essential tool for studying conditions such as epilepsy and 

neurodegenerative diseases (Stoppini et al., 1991). These models 

allow for detailed examination of processes such as synaptic 

plasticity, cell death mechanisms, and the efficacy of 

neuroprotective agents, playing a critical role in developing 

therapeutic strategies (Müller et al., 2003). 

Induced Pluripotent Stem Cells (iPSCs) 

Induced pluripotent stem cells (iPSCs) are derived by 

genetically reprogramming adult somatic cells to a pluripotent state. 

iPSCs can differentiate into various cell types and allow for the 

creation of patient-specific cell models. This makes them a powerful 

tool for studying cellular mechanisms of diseases and developing 

personalized medicine applications. In neurological disease 

research, iPSCs are used to model conditions such as Alzheimer’s 
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disease, Parkinson’s disease, and ALS (Takahashi & Yamanaka, 

2006). Additionally, iPSCs can be employed to investigate the 

pathological processes and potential therapeutic targets of genetic 

disorders. They enable the study of patient-specific genetic 

variations and the recreation of disease-specific phenotypes in 

laboratory settings (Yamanaka, 2020). 

 

Advantages and Disadvantages 

The primary advantage of in vitro models is their ability to 

provide controlled and reproducible experimental conditions. These 

models allow for the detailed study of isolated cellular and molecular 

processes. In vitro studies are also generally less expensive and more 

ethically acceptable than in vivo models. However, the 

disadvantages include the artificial nature of the cellular 

environment, which differs from the natural biological context, and 

the inability to replicate systemic interactions (Antoni et al., 2015). 

Furthermore, the lack of biological complexity and whole-organism 

responses in in vitro models can limit their clinical relevance. 

Consequently, in vitro findings often need validation through in vivo 

models (Hartung, 2007). 

Example Studies 

Alzheimer’s Disease and iPSCs 

One example involves using iPSCs in Alzheimer’s disease 

research. iPSCs derived from human fibroblasts have been 

differentiated into neuronal cells to study Alzheimer’s-specific 

pathological features. These studies have provided critical insights 

into the cellular-level effects of amyloid-beta plaques and tau protein 

accumulation (Israel et al., 2012). Such findings play a significant 
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role in early diagnosis and the development of therapeutic strategies 

for Alzheimer’s disease. 

Epilepsy Research and Hippocampal Slice Cultures 

Another example is the use of hippocampal slice cultures in 

epilepsy research. This model has been used to study seizure activity 

and evaluate the effects of neuroprotective agents (Stoppini et al., 

1991). Hippocampal slice cultures have proven to be an important 

tool for understanding seizure mechanisms and assessing the 

efficacy of neuroprotective therapies (Müller et al., 2003). 

Comparison of In Vivo and In Vitro Models 

Comparison Criteria 

Comparing in vivo and in vitro models is essential to 

understand how each model addresses specific research needs. Key 

criteria for comparison include complexity, realism, application 

areas, data generation speed, cost, and ethical considerations. These 

criteria help researchers determine which model is most suitable for 

a particular study (Perlman, 2016). Studies indicate that careful 

evaluation of these criteria is crucial, as both models have distinct 

advantages and limitations. Such evaluations enable the production 

of more accurate and reliable scientific results. 

Model Complexity and Realism 

In vivo models, being conducted on living organisms, best 

reflect the complexity and realism of biological processes and 

diseases. They provide opportunities to observe holistic responses 

and systemic interactions within an organism. For example, using 

mouse models to study the effects of a neurological disease on the 

brain allows researchers to realistically track disease progression and 
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behavioral changes (Van der Staay, 2006). Additionally, in vivo 

models are ideal for assessing complex biological processes such as 

immune responses and drug metabolic pathways. 

In contrast, in vitro models are conducted in simpler and 

more controlled environments. Cell cultures and organotypic 

cultures enable isolated examination of specific cellular and 

molecular processes but cannot replicate systemic effects (Breslin & 

O'Driscoll, 2013). Therefore, in vitro models are particularly suitable 

for mechanistic studies and high-throughput screenings but often 

require validation using in vivo models. 

Application Areas 

In vivo models are widely used to study disease 

pathophysiology, treatment responses, and drug effects. These 

models are particularly suited for pharmacokinetic and 

pharmacodynamic studies (Hughes, 2008). In vivo studies provide 

detailed insights into processes such as drug distribution, 

metabolism, and elimination within the body. 

In vitro models, on the other hand, are ideal for investigating 

cellular-level mechanisms, gene expression, and protein 

interactions. Cell cultures, biochemical analyses, and drug screening 

are common applications. For example, cancer cell lines are used to 

test the efficacy of new anticancer drugs (Antoni et al., 2015). In 

vitro models also have extensive applications in toxicology and 

pharmacology, as they deliver rapid and reproducible results. 

Data Generation Speed and Cost 

In vitro models typically produce data faster and are more 

cost-effective. Cell culture experiments can yield results in a short 
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time and enable large-scale screenings. Additionally, in vitro 

experiments require fewer resources and are easier to replicate under 

laboratory conditions (Breslin & O'Driscoll, 2013). This accelerates 

research processes and reduces costs. 

Conversely, in vivo models take longer to produce results 

and are generally more expensive. Animal care, ethical approvals, 

and long-term experimental procedures increase the cost of in vivo 

studies (Perlman, 2016). In addition, in vivo studies are often more 

complex and time-consuming, as experimental procedures require 

extensive preparation and attention. 

Ethical Considerations 

The use of in vivo models is controversial due to animal 

welfare and ethical concerns. Animal experiments are subject to 

strict ethical guidelines and regulations to ensure animals do not 

endure unnecessary suffering. Attention to living conditions, ethical 

approval of experimental protocols, and measures to enhance animal 

welfare are critical in addressing the ethical dimension of research 

(Hughes, 2008). 

In contrast, in vitro models are more ethically acceptable 

because they do not involve live animals and are conducted at the 

cellular level. As a result, they are often preferred by researchers and 

ethical review boards. However, the potential inability of in vitro 

models to fully represent human biology must also be considered. 

Combined Use of Both Models 

Hybrid Approaches 

The combined use of in vivo and in vitro models can enhance 

the accuracy and reliability of research findings. Hybrid approaches 
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allow for the validation of findings from cellular-level studies in 

living organisms. For instance, a drug's efficacy discovered in cell 

culture studies can later be tested in animal models to confirm its 

effects. This approach accelerates the transition from laboratory to 

clinical stages and enables the generation of more comprehensive 

results (Breslin & O'Driscoll, 2013). Additionally, hybrid 

approaches overcome the limitations of individual model systems, 

enabling the production of more universally applicable and reliable 

findings. For example, toxic effects identified in in vitro screenings 

can be validated in in vivo models to ensure clinical relevance. 

Advantages of Using Multiple Models 

Using multiple models allows researchers to leverage the 

advantages of different systems to obtain more comprehensive and 

generalizable results. Examining a research question from different 

perspectives helps overcome model-specific limitations. For 

example, in neurological disease research, molecular mechanisms 

can be studied using cell cultures, followed by investigating systemic 

effects and behavioral outcomes using animal models (Van der 

Staay, 2006). This approach ensures that research findings are more 

reliable and clinically meaningful. Furthermore, comparing results 

from different models helps validate research findings and increases 

their acceptance within the scientific community. 

Future Perspectives 

Impact of Technological Advances on Models 

Technological advancements play a crucial role in enhancing 

the precision and accuracy of biomedical research models. Tools like 

CRISPR-Cas9 gene-editing technology facilitate genetic 

modifications in both in vivo and in vitro models, enabling a deeper 
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exploration of disease mechanisms. Using CRISPR, specific gene 

mutations can be introduced in mouse and cell culture models, 

offering significant advantages in identifying genetic underpinnings 

and therapeutic targets of diseases (Hsu et al., 2014). 

Moreover, cutting-edge technologies such as organ-on-a-

chip and 3D bioprinting enhance the realism and complexity of in 

vitro models. Organ-on-a-chip technology replicates human tissues 

and organs on microfluidic chips, allowing researchers to better 

understand cell behavior in a more natural environment. This 

technology holds great potential in drug screening and toxicology 

testing as it provides a more physiological setting compared to 

traditional cell cultures (Bhatia & Ingber, 2014). 

Emerging Model Approaches 

Emerging model approaches aim to overcome the limitations 

of current research models. For instance, human brain organoids—

three-dimensional structures derived from stem cells that mimic 

brain tissue—are being utilized to study the complex pathologies of 

neurological diseases and accelerate drug development. Brain 

organoids have played a pivotal role in understanding the effects of 

the Zika virus on human brain development (Lancaster et al., 2013). 

Another innovative approach is the application of artificial 

intelligence (AI) and machine learning (ML) algorithms in 

biomedical research. These technologies analyze large datasets, 

aiding in the early diagnosis of diseases and the development of 

personalized treatment strategies. By processing complex data such 

as gene expression profiles and patient records, AI can help identify 

disease biomarkers and novel therapeutic targets (Esteva et al., 

2019). 
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Personalized Medicine and the Role of Models 

Personalized medicine aims to develop tailored treatment 

plans based on patients’ genetic, environmental, and lifestyle factors. 

This approach enables more effective and targeted treatment of 

diseases. In personalized medicine research, in vitro and in vivo 

models play a significant role. Studies using patient-specific iPSCs 

are particularly important for understanding how diseases develop at 

an individual level and identifying the most effective treatment 

methods (Takahashi & Yamanaka, 2006). 

Additionally, pharmacogenomic research helps determine 

how genetic profiles influence individual drug responses. This is 

critical for improving treatment efficacy and minimizing side 

effects. For example, targeted cancer therapies are often chosen 

based on patients’ genetic mutations, significantly enhancing 

treatment effectiveness. These approaches underscore the future role 

and potential of personalized medicine (Collins & Varmus, 2015). 

Conclusion 

Summary and General Evaluation 

In vivo and in vitro models are critical tools for 

understanding the pathophysiology of neurological diseases, 

developing new treatment methods, and improving existing 

therapies. In vivo models provide the most comprehensive 

representation of the complexity and realism of biological processes 

and diseases, allowing researchers to observe systemic responses 

and interactions in living organisms (Van der Staay, 2006). 

Conversely, in vitro models enable detailed studies at the cellular 

and molecular levels, often delivering faster and more cost-effective 

results (Breslin & O'Driscoll, 2013). 
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Both models have their advantages and limitations, and 

combining them enhances the accuracy and validity of research 

findings. Hybrid approaches and the use of multiple models allow 

for the validation of cellular-level findings in living organisms, 

leading to more comprehensive outcomes (Hughes, 2008). In the 

future, technological advancements and new model approaches will 

expand the capabilities and applications of these models. 

Future Research Directions 

Future research will continue to explore the impact of 

technological advancements and new modeling approaches on 

biomedical research. The expanded use of CRISPR-Cas9 and other 

gene-editing technologies will enable precise genetic modifications 

of disease models, facilitating a deeper understanding of disease 

mechanisms (Hsu et al., 2014). Additionally, technologies like 

organ-on-a-chip and 3D bioprinting will drive the development of 

more realistic and complex in vitro models, accelerating drug 

discovery processes (Bhatia & Ingber, 2014). 

The rise of personalized medicine will promote the 

development of patient-specific treatment strategies. iPSCs and 

other stem cell technologies will enable the creation of customized 

disease models based on patients’ genetic and biological 

characteristics. This will allow for more effective treatment of 

diseases and optimization of therapeutic responses on an individual 

level (Takahashi & Yamanaka, 2006). Furthermore, artificial 

intelligence and machine learning will support the analysis of large 

datasets, facilitating early disease diagnosis and personalized 

treatment approaches (Esteva et al., 2019). 
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